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Chapter 6

Transformers

So far we have discussed several basic models for solving sequence-to-sequence problems.
We now explore a new class of models which are based on a powerful architecture, called
Transformer. Transformers differ in several ways from the models given in Chapters 4 and
5. First, they do not depend on recurrent or convolutional neural networks for modeling
sequences of words, but use only attention mechanisms and feed-forward neural networks.
Second, the use of self-attention in Transformers makes it easier to deal with global contexts
and dependencies among words. Third, Transformers are very flexible architectures and can
be easily modified to accommodate different tasks. The past few years have seen the rise
of Transformers not only in NLP but also in several other fields. As Transformers and their
variants continue to mature, these models are playing an increasingly important role in the
research and application of artificial intelligence.

In this chapter, we will discuss the core ideas of Transformers. We will begin our discussion
by looking at the standard Transformer architecture. Then we will look at some notable
developments, such as improvements to the basic architecture and efficient methods. We will
also present several applications in which Transformer models have been extensively used.
However, the discussion of Transformer is a wide-ranging topic, and there have many, many
related papers. This chapter is not intended to provide a comprehensive survey of the literature
but a collection of selected topics that NLP people may be interested in.

The Basic Model

Here we consider the model presented in Vaswani et al. [2017]’s work. We start by considering
the Transformer architecture and discuss the details of the sub-models subsequently.

The Transformer Architecture

Figure 6.1 shows the standard Transformer model which follows the general encoder-decoder
framework. A Transformer encoder comprises a number of stacked encoding layers (or
encoding blocks). Each encoding layer has two different sub-layers (or sub-blocks), called
the self-attention sub-layer and the feed-forward neural network (FFN) sub-layer. Suppose
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we have a source-side sequence x = x7...T,, and a target-side sequence y = yi...y,,. The
input of an encoding layer is a sequence of m vectors h;...h,,, each having d,,qe dimensions
(or d dimensions for simplicity). We follow the notation adopted in the previous chapters,
using H € R™*4 to denote these input vectors'. The self-attention sub-layer first performs a
self-attention operation Attge¢(-) on H to generate an output C:

C = Attself(H) (6.1)

Here C is of the same size as H, and can thus be viewed as a new representation of the inputs.
Then, a residual connection and a layer normalization unit are added to the output so that the
resulting model is easier to optimize.

The original Transformer model employs the post-norm structure where a residual con-
nection is created before layer normalization is performed, like this

Hyr = LNorm(C+H) 6.2)

where the addition of H denotes the residual connection, and LNorm(-) denotes the layer
normalization function. Substituting Eq. (6.1) into Eq. (6.2), we obtain the form of the
self-attention sub-layer

Layerself(H) = Har
= LNorm(Attge(H) + H) (6.3)

The definitions of LNorm(+) and Attg¢(-) have been given in Chapters 2 and 5, and we will
also discuss them later in the section.

The FFN sub-layer takes Hy.jr and outputs a new representation Hg,, € R™*d_ Tt has the
same form as the self-attention sub-layer, with the attention function replaced by the FFN
function, given by

Layerffn (Hself) = Hffn
= LNorm(FFN(Hself) + Hself) (6.4)

Here FEN(-) could be any feed-forward neural networks with non-linear activation func-
tions. The most common structure of FFN(-) is a two-layer network involving two linear
transformations and a ReL U activation function between them.

For deep models, we can stack the above neural networks. Let H' be the output of layer
I. Then, we can express H' as a function of H'~1. We write this as a composition of two

h;
"Provided h; € R? is a row vector, we have H =
h’"L
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Figure 6.1: The Transformer architecture [Vaswani et al., 2017]. There are L stacked layers on
each of the encoder and decoder sides. An encoding layer comprises a self-attention sub-layer
and an FFN sub-layer. Both of these sub-layers share the same structure which involves a
core function (either Layer,.;(+) or Layerg, (+)), followed by a residual connection and a layer
normalization unit. Each decoding layer has a similar architecture with the encoding layers, but
with an additional encoder-decoder attention sub-layer sandwiched between the self-attention
and FFN sub-layers. As with most sequence-to-sequence models, Transformer takes xi...x,,
and yg...y;—1 for predicting y;. The representation of an input word comprises a sum of a
word embedding and a positional embedding. The distributions {Pr(-|yo...yi—1,21...2:, )} are
generated in sequence by a Softmax layer, which operates on a linear transformation of the

output from the last decoding layer.

sub-layers

H' = Layerg,(H.)
Héelf = Layerself(Hl_1>

(6.5)
(6.6)
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If there are L encoding layers, then H” will be the output of the encoder. In this case, H can
be viewed as a representation of the input sequence that is learned by the Transformer encoder.
H?O denotes the input of the encoder. In recurrent and convolutional models, H can simply be
word embeddings of the input sequence. Transformer takes a different way of representing
the input words , and encodes the positional information explicitly. In Section 6.1.2 we will
discuss the embedding model used in Transformers.

The Transformer decoder has a similar structure as the Transformer encoder. It comprises
L stacked decoding layers (or decoding blocks). Let S be the output of the I-th decoding
layer. We can formulate a decoding layer by using the following equations

Sl = Layerffn(séross) (67)
Slcross = Layercross (HLv Slsgl%) (68)
Slas = Layerg;(S"™) (6.9)

Here there are three decoder sub-layers. The self-attention and FFEN sub-layers are the same

as those used in the encoder. Layer denotes a cross attention sub-layer (or encoder-

cross ( )
decoder sub-layer) which models the transformation from the source-side to the target-side. In
Section 6.1.6 we will see that Layer,,.(-) can be implemented using the same function as
Layerge(-)-

The Transformer decoder outputs a distribution over a vocabulary Vy at each target-side
position. This is achieved by using a softmax layer that normalizes a linear transformation of

S’ to distributions of target-side words. To do this, we map S” to an n x |Vy | matrix O by
o = stw, (6.10)

where W, € R**V¥| is the parameter matrix of the linear transformation.

Then, the output of the Transformer decoder is given in the form

Pr(-[yo,x)
: = Softmax(O)
Pr(-[yo-.-Yn-1,%)
Softmax (o)
- : 6.11)
Softmax(oy,)

where o; denotes the i-th row vector of O, and y denotes the start symbol (SOS). Under this
model, the probability of y given x can be defined as usual,

logPr(y|x) = > logPr(yilyo...yi1,%) (6.12)

=1

This equation resembles the general form of language modeling: we predict the word at



6.1.2

6.1 The Basic Model 7

time ¢ given all of the words up to time ¢ — 1. Therefore, the input of the Transformer decoder
is shifted one word left, that is, the input is yg...y»—1 and the output is y;...yp.

The Transformer architecture discussed above has several variants which have been suc-
cessfully used in different fields of NLP. For example, we can use a Transformer encoder
to represent texts (call it the encoder-only architecture), can use a Transformer decoder to
generate texts (call it the decoder-only architecture), and can use a standard encoder-decoder
Transformer model to transform an input sequence to an output sequence. In the rest of this
chapter, most of the discussion is independent of the particular choice of application, and will
be mostly focused on the encoder-decoder architecture. In Section 6.5, we will see applications
of the encoder-only and decoder-only architectures.

Positional Encoding

In their original form, both FFNs and attention models used in Transformer ignore an important
property of sequence modeling, which is that the order of the words plays a crucial role in
expressing the meaning of a sequence. This means that the encoder and decoder are insensitive
to the positional information of the input words. A simple approach to overcoming this problem
is to add positional encoding to the representation of each word of the sequence. More formally,
a word x; can be represented as a d-dimensional vector

xp;, = x;+PE(j) (6.13)

Here x; € R is the embedding of the word which can be obtained by using the word embedding
models, as described Chapter 3. PE(j) € R? is the representation of the position 5. Vanilla
Transformer employs the sinusoidal positional encoding models which we write in the form

. .. 1
PE(Z,2]{}) = Sln(l . W) (614)

1
PE(i,2k+1) = s 6.15
(i,2k+1) cos(i 100002k/d) (6.15)

where PE(i, k) denotes the k-th entry of PE(4). The idea of positional encoding is to distin-
guish different positions using continuous systems. Here we use the sine and cosine functions
with different frequencies. The interested reader can refer to Chapter 4 to see that such a
method can be interpreted as a carrying system. Because the encoding is based on individual
positions, it is also called absolute positional encoding. In Section 6.3.1 we will see an
improvement to this method.

Once we have the above embedding result, Xxp;...xp,,, is taken as the input to the Trans-
former encoder, that is,

XP1
H, = : (6.16)

XP,

Similarly, we can also define the input on the decoder side.
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(a) RNN (b) CNN (r = 3) (c) Self-attention

Figure 6.2: Information flows in recurrent, convolutional and self-attention models, shown as
arrow lines between positions.

Multi-head Self-attention

The use of self-attention is perhaps one of the most significant advances in sequence-to-
sequence models. It attempts to learn and make use of direct interactions between each pair
of inputs. From a representation learning perspective, self-attention models assume that the
learned representation at position ¢ (denoted by c;) is a weighted sum of the inputs over the
sequence. The output c; is thus given by

m
Cc;, = Za@jhj (6.17)
j=1

where «; ; indicates how strong the input h; is correlated with the input h;. We thus can view
c; as a representation of the global context at position . ¢; ; can be defined in different ways if
one considers different attention models. Here we use the scaled dot-product attention function
to compute «; ;, as follows

iy = Softmax(hih;r/ﬁ)

exp(h;h} /)
— 6.18
S exp(h? /B) (19

where £ is a scaling factor and is set to v/d.

Compared with conventional recurrent and convolutional models, an advantage of self-
attention models is that they shorten the computational “distance” between two inputs. Figure
6.2 illustrates the information flow in these models. We see that, given the input at posi-
tion ¢, self-attention models can directly access any other input. By contrast, recurrent and
convolutional models might need two or more jumps to see the whole sequence.

We can have a more general view of self-attention by using the QKV attention model.

q1
Suppose we have a sequence of x queries Q = | : |, and a sequence of 1) key-value pairs (K =
qx
k1 V1
, V.= | : |). The output of the model is a sequence of vectors, each corresponding to

ky Vy
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a query. The form of the QKV attention is given by

T

QK
Attt (Q, K, V) = Softma
gk (Q ) m X( \/a

We can write the output of the QKV attention model as a sequence of row vectors

% (6.19)

Ci1

Ck

= Attge(Q,K,V) (6.20)

To apply this equation to self-attention, we simply have

H! = HW!¢ (6.21)
Hf = HWF (6.22)
H' = HWY (6.23)

where W9, W* WV ¢ R%*4 represents linear transformations of H.

By considering Eq. (6.1), we then obtain

C = Attself(H)
= Attg (H9,HF HY)
q{Hk]T

Vd

= Softmax( yHY (6.24)

Here Softmax( HOHAT

{hy,...,h,,}, that is

) is an m X m matrix in which each row represents a distribution over

rowi = (07 N Oéi,mi| (625)

We can improve the above self-attention model by using a technique called multi-head
attention. This method can be motivated from the perspective of learning from multiple
lower-dimensional feature sub-spaces, which projects a feature vector onto multiple sub-spaces
and learns feature mappings on individual sub-spaces. Specifically, we project the whole of
the input space into 7 sub-spaces (call them heads), for example, we transform H € R™*¢
into 7 matrices of size m x g, denoted by {Hbead ... HhEead}, The attention model is then run
T times, each time on a head. Finally, the outputs of these model runs are concatenated, and
transformed by a linear projection. This procedure can be expressed by

C = Merge(Chead  Cheadyw, (6.26)
(6.27)
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For each head h,
Hq HkT
Chead  _ Softmax(thdh])H}i (6.28)
H] = HW] (6.29)
Hf = HW! (6.30)
H! = HW} (6.31)

Here Merge(-) is the concatenation function, and Attqiv(-) is the attention function de-
scribed in Eq. (6.20). Wq,W,’_“L,W,”L € R 7 are the parameters of the projections from a
d-dimensional space to a g—dimensional space for the queries, keys, and values. Thus, HZ, Hz,
H}, and C},fbead are all m x g matrices. Merge(Chead, .. Chead) produces an m x d matrix.
It is then transformed by a linear mapping W, € R%*9, leading to the final result C € R%*¢,

While the notation here seems somewhat tedious, it is convenient to implement multi-head
models using various deep learning toolkits. A common method in Transformer-based systems
is to store inputs from all the heads in data structures called tensors, so that we can make use
of parallel computing resources to have efficient systems. A more general discussion of the
QKYV attention and multi-head attention models can be found in Chapter 5.

Layer Normalization

Layer normalization provides a simple and effective means to make the training of neural
networks more stable by standardizing the activations of the hidden layers in a layer-wise
manner. As introduced in Ba et al. [2016]’s work, given a layer’s output h € R?, the layer
normalization method computes a standardized output LNorm(h) € R? by

h—p

LNorm(h) = go
o+e

+b (6.32)

Here 1 € R% and o € R? are the mean and standard derivation of the activations. Let h, be the
k-th dimension of h. y and o are given by

1 d
uo= d‘zlh’“ (6.33)
_ 1 - 2
o = Jd.;l(hku) (6.34)

Here g € R? and b € R? are the rescaling and bias terms. They can be treated as parameters
of layer normalization, whose values are to be learned together with other parameters of the
Transformer model. The addition of € to ¢ is used for the purpose of numerical stability. In
general, € is chosen to be a small number.

We illustrate the layer normalization method for the hidden states of an encoder in the
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following example (assume thatm =4, d=3,g=1,b =0, and ¢ = 0.1).

_ _ 1-13 1-1.3  2-1.3
h;| 1 1 2| w=13,0=05 8'%“0)'% 8'§)+8¢13 0(')5%061
hy (0.9 09 Of p=06,0=04 — 04701 0470.1 0.4+0.1
h; |07 0.8 0| p=050=04 g2 08-06 D05

3 H ’ 0501 04501 04301
hy[3 1 7] p=37,0=25 25401 25101 2.5+0.1

As discussed in Section 6.1.1, the layer normalization unit in each sub-layer is used to
standardize the output of a residual block. Here we describe a more general formulation for
this structure. Suppose that F'(-) is a neural network we want to run. Then, the post-norm
structure of F'(-) is given by

H,,: = LNorm(F(Hi,)+ Hiy) (6.35)

where H;, and Hoytpyt are the input and output of this model. Clearly, Eq. (6.4) is an instance
of this equation.

An alternative approach to introducing layer normalization and residual connections into
modeling is to execute the LNorm(-) function right after the F'(-) function, and to establish an
identity mapping from the input to the output of the entire sub-layer. This structure, known as
the pre-norm structure, can be expressed in the form

Hoy = LNorm(F(Hp))+Hi, (6.36)

Both post-norm and pre-norm Transformer models are widely used in NLP systems. See
Figure 6.3 for a comparison of these two structures. In general, residual connections are
considered an effective means to make the training of multi-layer neural networks easier. In
this sense, pre-norm Transformer seems promising because it follows the convention that a
residual connection is created to bypass the whole network and that the identity mapping from
the input to the output leads to easier optimization of deep models. However, by considering
the expressive power of a model, there may be modeling advantages in using post-norm
Transformer because it does not so much rely on residual connections and enforces more
sophisticated modeling for representation learning. In Section 6.3.2, we will see a discussion
on this issue.

Feed-forward Neural Networks

The use of FFNs in Transformer is inspired in part by the fact that complex outputs can be
formed by transforming the inputs through nonlinearities. While the self-attention model
itself has some nonlinearity (in Softmax(-)), a more common way to do this is to consider
additional layers with non-linear activation functions and linear transformations. Given an input
H;, € R™*4 and an output Hyy, € R™*9, the Hyy = FFN(Hy,) function in Transformer
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Figure 6.3: The post-norm and pre-norm structures. F'(-) = core function, LNorm(-) = layer
normalization, and @ = residual connection.

has the following form

Hout = Hhidden Wy +by (6.37)
Hypiqden = ReLUH; W), +by,) (6.38)

where Hyiqden € R"™* % is the hidden states, and W), € R¥*din b, € R, W € R xd
and by € R? are the parameters. This is a two-layer FEN in which the first layer (or hidden
layer) introduces a nonlinearity through ReLU(-)? and the second layer involves only a linear
transformation. It is common practice in Transformer to use a larger size of the hidden layer.
For example, a common choice is dg, = 4d, that is, the size of each hidden representation is 4
times as large as the input.

Note that using a wide FFN sub-layer has been proven to be of great practical value in
many state-of-the-art systems. However, a consequence of this is that the model is occupied
by the parameters of the FFN. Table 6.1 shows parameter numbers and time complexities for
different modules of a standard Transformer system. We see that FFNs dominate the model
size when dg, is large, though they are not the most time consuming components. In the case
of very big Transform models, we therefore wish to address this problem for building efficient
systems.

Attention Models on the Decoder Side

A decoder layer involves two attention sub-layers, the first of which is a self-attention sub-
layer, and the second is a cross-attention sub-layer. These sub-layers are based on either the
post-norm or the pre-norm structure, but differ by designs of the attention functions. Consider,
for example, the post-norm structure, described in Eq. (6.35). We can define the cross-attention

2ReLU(z) = max{0,z}.
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Sub-model # of Parameters | Time Complexity | X
Multi-head Self-attention 4d? O(m?-d) L
Encoder Feed-forward Network | 2d - dg, +d + dgn O(m-d-dgy) L
Layer Normalization 2d O(d) 2L
Multi-head Self-attention 4d? O(n?-d) L
Decoder Multi-head Cross-attention 4d? O(m-n-d) L
Feed-forward Network | 2d - dgp +d + dgn O(n-d-dg,) L
Layer Normalization 2d O(d) 3L

Table 6.1: Numbers of parameters and time complexities of different Transformer modules
under different setups. m = source-sequence length, n = target-sequence length, d = default
number of dimensions of a hidden layer, dg, = number of dimensions of the FFN hidden
layer, 7 = number of heads in the attention models, and L = number of encoding or decoding
layers. The column x means the number of times a sub-model is applied on the encoder or
decoder side. The time complexities are estimated by counting the number of multiplication of
floating-point numbers.

and self-attention sub-layers for a decoding layer to be

Scross Layel"cross (Henc ’ sself)
LNorm(AttCI‘OSS (Henm Sself) + Sself) (6.39)
Sself Layerself (S)
= LNorm(Attses(S)+S) (6.40)

where S € R"*? is the input of the self-attention sub-layer, S¢oss € R™*? and Syq¢ € R™*¢
are the outputs of the sub-layers, and H,,. € R™*¢ is the output of the encoder .

As with conventional attention models, cross-attention is primarily used to model the
correspondence between the source-side and target-side sequences. The Attcyoss(-) function
is based on the QKV attention model which generates the result of querying a collection of
key-value pairs. More specifically, we define the queries, keys and values as linear mappings
of Sgeir and Hey,e, as follows

Sgelf Sselfwgross (641 )
Hie = HeoWe (6.42)
Hgnc = HeHCWgnc (643)

where Woss, WE WU € R are the parameters of the mappings. In other words, the
queries are defined based on S, and the keys and values are defined based on Hey,c.

3For an encoder having L encoder layers, Hene = HL.
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Figure 6.4: Self-attention on the encoder and decoder sides. Each line connects an input and
an output of the self-attention model, indicating a dependency of an output state on an input
state. For encoder self-attention, the output at any position is computed by having access to the
entire sequence. By contrast, for decoder self-attention, the output at position ¢ is computed by
seeing only inputs at positions up to 7.

Atteross(+) is then defined as

Attcross (Henw Sself) = Attqu (Sself7 H’gnm Hgnc)
q [ k }T
= Softmax(—se—ene yHY (6.44)

Vd

The Attgee(+) function has a similar form as Attcyoss(-), with linear mappings of S taken
as the queries, keys, and values, like this

Atter(S) = Attee (S, S, SY)
Sq[sk]T
Vid

= Softmax(

+M)S? (6.45)

where S =SWJ__, Sk = SW’; ,and S* = SW__ are linear mappings of S with parameters
wi Wk

v dxd
dec’ dec? Wdec eR .

This form is similar to that of Eq. (6.20). A difference compared to self-attention on
the encoder side, however, is that the model here needs to follow the rule of left-to-right
generation (see Figure 6.4). That is, given a target-side word at the position 7, we can see only
the target-side words in the left context y1 .Yi—1. To do this, we add a masking variable M
to the unnormalized weight matrix S E%] + M. Both M and 55 d] + M are of size n X n,
and so a lower value of an entry of M means a larger bias towards lower alignment scores for
the corresponding entry of % + M. In order to avoid access to the right context given ¢,
M is defined to be

0 i<k
M(ik) = { = ) (6.46)
-0 1>

where M (i, k) indicates a bias term for the alignment score between positions ¢ and k. Below
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we show an example of how the masking variable is applied (assume n = 4).

Sof "[SH" M
oftmax +
( Nz )
[2 01 1 1 0 -0 —00 —00
— Softmax( 0 09 09 09 0 - —oc)

0
02 08 07 2| [0 0 0 -—oo
03 1 03 3] |0

2 —o0 —00 —00

0 09 -0 —x
0.2 08 07 —o0
0.3 1 0.3 3

1 0 0 0
_ 03 07 O 0 (6.47)
02 04 04 O

0.06 0.1 0.05 0.8

= Softmax(

As noted in Section 6.1.3, it is easy to improve these models by using the multi-head
attention mechanism. Also, since decoders are typically the most time-consuming part of
practical systems, the bulk of the computational effort in running these systems is very much
concerned with the efficiency of the attention modules on the decoder side.

Training and Inference

Transformers can be trained and used in a regular way. For example, we can train a Transformer
model by performing gradient descent to minimize some loss function on the training data
(see Chapter 2), and test the trained model by performing beam search on the unseen data (see
Chapter 5). Below we present some of the techniques that are typically used in the training
and inference of Transformer models.

* Learning Rate Scheduling. As standard neural networks, Transformers can be directly
trained using back-propagation. The training process is generally iterated many times to
make the models fit the training data well. In each training step, we update the weights of
the neural networks by moving them a small step in the direction of negative gradients of
errors. There are many ways to design the update rule of training. A popular choice is to
use the Adam optimization method [Kingma and Ba, 2014]. To adjust the learning rate
during training, Vaswani et al. [2017] present a learning rate scheduling strategy which
increases the learning rate linearly for a number of steps and then decay it gradually.
They design a learning rate of the form

Ir = lIrg 'min{ns_tgg’, Nstep * (nwarmup)fl's’} (6.48)

where [rg denotes the initial learning rate, and ngtcp, denotes the number of training
steps we have executed, and nyarmup denotes the number of warmup steps. In the first
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Nwarmup St€PS, the learning rate [r grows larger as training proceeds. It reaches the
highest value at the point of ngtep, = Nwarmup» and then decreases as an inverse square

—0.5
step )

root function (i.e., Irg - n
Batching and Padding. To make a trade-off between global optimization and training
convergency, it is common to update the weights each time on a relatively small collection
of samples, called a minibatch of samples. Therefore, we can consider a batch version
of forward and backward computation processes in which the whole minibatch is used
together to obtain the gradient information. One advantage of batching is that it allows
the system to make use of efficient tensor operations to deal with multiple sequences
in a single run. This requires that all the input sequences in a minibatch are stored in a
single memory block, so that they can be read in and processed together. To illustrate

this idea, consider a minimatch containing four samples whose source-sides are

C D E F

£RE >
Xz w
< =

Z

We can store these sequences in a 4 x 6 continuous block where each “row” represents a
sequence, like this

A B C D E F
M N O 0O 0O 0O
R S T 0O 0O 0O
W X Y Z 0O 0O

Here padding words [J are inserted between sequences, so that these sequences are
aligned in the memory. Typically, we do not want padding to affect the operation of
the system, and so we can simply define [J as a zero vector (call it zero padding). On
the other hand, in some cases we are interested in using padding to describe something
that is not covered by the input sequences. For example, we can replace padding words
with the words in the left (or right) context of a sequence, though this may require
modifications to the system to ensure that the newly added context words do not cause
additional content to appear in the output.

Search and Caching. At test time, we need to search the space of candidate hypotheses
(or candidate target-side sequences) to identify the hypothesis (or target-side sequence)
with the highest score.

y = argmax score(X,y) (6.49)
y

where score(x,y) is the model score of the target-side sequence y given the source-side
sequence x. While there are many search algorithms to achieve this, most of them
share a similar structure: the search program operates by extending candidate target-side
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Figure 6.5: Illustration of the caching mechanism in Transformer decoders. Rectangles indicate
the states of decoding layers or sub-layers. At step ¢, all the states at previous steps are stored
in a cache (see dotted boxes), and we only need to compute the states for this step (see blue
rectangles and arrows). Then, we add the newly generated states to the cache, and move on to
step 2+ 1.

sequences in a pool at a time. In this way, the resulting algorithm can be viewed as a
left-to-right generation procedure. For a more detailed discussion of search algorithms
and model scores of general sequence-to-sequence models, see Chapter 5. Note that all
of the designs of score(x,y), no matter how complex, are based on computing Pr(y|x).
Because the attention models used in Transformer require computing the dot-product of
each pair of the input vectors of a layer, the time complexity of the search algorithm is a
quadratic function of the length of y. It is therefore not efficient to repeatedly compute
the outputs of the attention models for positions that have been dealt with. This problem
can be addressed by caching the states of each layer for words we have seen. Figure
6.5 illustrates the use of the caching mechanism in a search step. All the states for
positions < ¢ are maintained and easily accessed in a cache. At position ¢, all we need is
to compute the states for the newly added word, and then to update the cache.

Syntax-aware Models

Although Transformer is simply a deep learning model that does not make use of any linguistic
structure or assumption, it may be necessary to incorporate our prior knowledge into such
systems. This is in part because NLP researchers have long believed that a higher level of
abstraction of data is needed to develop ideal NLP systems, and there have been many systems
that use structure as priors. However, structure is a wide-ranging topic and there are several
types of structure one may refer to See [2018]’s work. For example, the inductive biases used
in our model design can be thought of as some structural prior, while NLP models can also
learn the underlying structure of problems by themselves. In this subsection we will discuss
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some of these issues. We will focus on the methods of introducing linguistic structure into
Transformer models. As Transformer can be applied to many NLP tasks, which differ much in
their input and output formats, we will primarily discuss modifications to Transformer encoders
(call them syntax-aware Transformer encoders). Our discussion, however, is general, and
the methods can be easily extended to Transformer decoders.

6.2.1 Syntax-aware Input and Output

One of the simplest methods of incorporating structure into NLP systems is to modify the
input sequence, leaving the system unchanged. As a simple example, consider a sentence
where each word x; is assigned a set of x syntactic labels {tagjl-, vy tag;”} (e.g., POS labels
and dependency labels). We can write these symbols together to define a new “word”

wj/tagjl-/.../tag;”
Then, the embedding of this word is given by
xp; = e(z;/tagj/.../tag]) +PE(j) (6.50)

where e(z; /tagjl/.../tagg”) € R? is the embedding of xj/tagjl-/.../tagg“. Since a@-/‘cag}/.../tag}li
is a complex symbol, we decompose the learning problem of e(x;/ tag} /.../tagl) into easier
problems. For example, we can develop x embedding models, each producing an embedding
given a tag. Then, we write e(z;/ tagjl- /.../tag]) as a sum of the word embedding and tag
embeddings

e(a:j/tag}/.../tag?) = X +e(tag}) + ... +e(tag§”) (6.51)

where {e(tagjl-), ...,e(tagy)} are the embeddings of the tags. Alternatively, we can combine
these embeddings via a neural network in the form

e(xj/tag}/.../tag;) = FFNembed(xj,e(tagjl-),...,e(tag;)) (6.52)

where FFNepped(+) is a feed-forward neural network that has one layer or two.

We can do the same thing for sentences on the decoder side as well, and treat y; / tag} /.../tagl
as a syntax-augmented word. However, this may lead to a much larger target-side vocabulary

and poses a computational challenge for training and inference.

Another form that is commonly used to represent a sentence is syntax tree. In linguistics, the
syntax of a sentence can be interpreted in many different ways, resulting in various grammars
and the corresponding tree (or graph)-based representations. While these representations
differ in their syntactic forms, a general approach to use them in sequence modeling is tree
linearization. Consider the following sentence annotated with a constituency-based parse tree
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S

NMP\.
| T |

PRP VBZ ADJP !
| | |
It s 5]
|
interesting

We can write this tree structure as a sequence of words, syntactic labels and brackets via a tree
traversal algorithm, as follows

S (NP (PRP It e )ne (VP (VBZ s )ypz (ADIP (]

interesting )y Japip Ive (. ! ). )s

This sequence of syntactic tokens can be used as an input to the system, that is, each token
is represented by word and positional embeddings, and then the sum of these embeddings is
treated as a regular input of the encoder. An example of the use of linearized trees is tree-to-
string machine translation in which a syntax tree in one language is translated into a string in
another language [Li et al., 2017; Currey and Heafield, 2018]. Linearized trees can also be
used for tree generation. For example, we can frame parsing tasks as sequence-to-sequence
problems to map an input text to a sequential representation of its corresponding syntax tree
[Vinyals et al., 2015; Choe and Charniak, 2016]. See Figure 6.6 for illustrations of these
models. It should be noted that the methods described here are not specific to Transformer but
could be applied to many models, such as RNN-based models.

Syntax-aware Attention Models

For Transformer models, it also makes sense to make use of syntax trees to guide the process
of learning sequence representations. In the previous section we saw how representations of a
sequence can be computed by relating different positions within that sequence. This allows us
to impose some structure on these relations which are represented by distributions of attention
weights over all the positions. To do this we use the encoder self-attention with an additive
mask

HH"T

AttSyng(H) = Softmax(——=—
Vd

+M)HY (6.53)

or alternatively with a multiplicative mask
q [Hk]T
Vd

where M € R™*™ is a matrix of masking variables in which a larger value of M (i, j) indicates

AttSyng(H) = Softmax( oOM)H" (6.54)
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(a) Tree-to-String Machine Translation

(ADJP  (JJ  Great )y (. ! ). )ADIP
T T Tt 1T 1T 7
Encoder > Decoder
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Great ! (SOS) (ADJIP  (JJ  Great )y (. ! ).

(b) Constituency Parsing

Figure 6.6: Illustration of tree linearization on either the encoder or decoder side. For tree-
to-string machine translation, the encoder takes sequential representation of an input parse
tree, and the decoder outputs the corresponding translation. For parsing, the encoder takes a
sentence, and the decoder outputs the corresponding syntax tree.

a stronger syntactic correlation between positions ¢ and j. In the following description we
choose Eq. (6.54) as the basic form.

One common way to design M is to project syntactic relations of the input tree structure
into constraints over the sequence. Here we consider constituency parse trees and dependency
parse trees for illustration. Generally, two types of masking methods are employed.

* (-1 Masking. This method assigns M (7, 7) a value of 1 if the words at positions ¢ and j
are considered syntactically correlated and a value of O otherwise [Zhang et al., 2020;
Bai et al., 2021]. To model the relation between two words in a syntax tree, we can
consider the distance between their corresponding nodes. One of the simplest forms is
given by

M(i,j) = {1 (6.4 < o (6.55)

0 otherwise

where w(7,7) is the length of the shortest path between the nodes of the words at
positions ¢ and j. For example, given a dependency parse tree, w(i,j) is the number
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of dependency edges in the path between the two words. For a constituency parse
tree, all the words are leaf nodes, and so w(i,j) gives a tree distance between the two
leaves in the same branch of the tree. wpax is @ parameter used to control the maximum
distance between two nodes that can be considered syntactically correlated. For example,
assuming that there is a dependency parse tree and wpx = 1, Eq. (6.55) enforces a
constraint that the attention score between positions 7 and j is computed only if they
have a parent-dependent relation®.

Soft Masking. Instead of treating M as a hard constraint, we can use it as a soft
constraint that scales the attention weight between positions ¢ and j in terms of the
degree to which the corresponding words are correlated. An idea is to reduce the attention
weight as w(4, j) becomes larger. A very simple method to do this is to transform w(i, j)
in some way that M (i, j) holds a negative correlation relationship with w(i, ) and its
value falls into the interval [0, 1]

M(i,j) = DNorm(w(i,j)) (6.56)

There are several alternative designs for DNorm(+). For example, one can compute
a standardized score of —w(4,j) by subtracting its mean and dividing by its standard
deviation [Chen et al., 2018a], or can normalize 1/w(i,j) over all possible j in the
sequence [Xu et al., 2021b]. In cases where parsers can output a score between positions ¢
and j, it is also possible to use this score to compute M (i, j). For example, a dependency
parser can produce the probability of the word at position 7 being the parent of the word
at position j [Strubell et al., 2018]. We can then write M (i, ) as

M(Z,]) = Prparent (Z|]) (6.57)
or alternatively
M(Za ]) = maX{Prparent (Z |])7 Prparent (]|2)} (6.58)

where Prparent(7]7) and Prparent(j|i) are the probabilities given by the parser. See
Figure 6.7 for an example of inducing a soft masking variable from a dependency parse
tree.

Multi-branch Models

Introducing syntax into NLP systems is not easy. This is partially because automatic parse
trees may have errors, and partially because the use of syntax may lead to strong assumption of
the underlying structure of a sentence. Rather than combining syntactic and word information

“*For multiplicative masks, M (¢,5) = 0 does not mean that the attention weight between j and ¢ is zero
because the Softmax function does not give a zero output for a dimension whose corresponding input is of a zero

HH"

value. A method to “mask™ an entry of Softmax( d ) is to use an additive mask and set M (¢,7) = —oco if

w(i,7) > wmax.
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Figure 6.7: Priors induced from a dependency parse tree. The row ¢ of the matrix M represents
a distribution that describes how much weight we can give to M (4, j) in terms of the syntactic
distance between ¢ and j.

into one “big” model, it may be more flexible and effective to build one model to encode syntax
and a different one to encode word sequences. One way to achieve this is through the use of
multiple neural networks (called branches or paths), each dealing with one type of input. The
outputs of these branches are then combined to produce an output [Xie et al., 2017; Fan et al.,
2020; Lin et al., 2022b]. Various methods have therefore been used to combine different types
of input for neural models like Transformer.

One commonly-used approach is to build two separate encoders, in which one model is
trained to encode the syntactic input (denoted by t), and the other is trained to encode the usual
input (denoted by x). Figure 6.8 (a) illustrates this multi-encoder architecture. The syntactic
encoder Encodegyy, (t) is based on models presented in Sections 6.2.1 and 6.2.2, and the text
encoder Encodegext(x) is a standard Transformer encoder. The representations generated by
these encoders are then fed into the combination model as input, and combined into a hybrid
representation, given by

thbrid = Combine(HsynyHtext)
= Combine(Encodegyy (t), Encodetext (x)) (6.59)

There are several designs for Combine(-), depending on what kind of problems we apply
the encoders to. For example, if we want to develop a text classifier, Combine(-) can be a
simple pooling network. For more complicated tasks, such as machine translation, Combine(-)
can be a Transformer encoder as well, and we can fuse information from different sources by
performing self-attention on [Hgyy, Heext].

While we restrict attention to syntactic models in this section, the general multi-encoder
architecture can be used in many problems where inputs from additional sources are required.
For example, one can use one encoder to represent a sentence, and use another encoder to
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(a) Multi-encoder (b) Multi-branch as a Sub-model (c) Multi-head Attention

Figure 6.8: Multi-branch architectures. There are two inputs: a sentence (denoted by x) and
the syntax tree of the sentence (denoted by t). In the multi-encoder architecture (see sub-figure
(a)), two encoders are constructed to encode x and t, respectively. A combination model
then takes the outputs of the encoders and produces a combined representation of x and t.
The idea of multi-branch networks can be used for designing sub-models of the encoder. A
simple example is that we create multiple paths in parallel for some layers of the encoder (see
sub-figure (b)). Another example is multi-head attention (see sub-figure (c)) where we use
different heads to learn different representations.

represent the previous sentence in the same document. We thus have a context-aware model by
combining the two encoders [Voita et al., 2018; Li et al., 2020a]. Furthermore, the architectures
of the encoders do not need to be restricted to Transformer, and we can choose different models
for different branches. For example, as a widely-used 2-branch encoding architecture, we can
use a CNN-based encoder to model local context, and a Transformer encoder to model global
context [Wu et al., 2020].

Sub-models of a Transformer model can also be multi-branch neural networks. See Figure
6.8 (b) for an example involving two self-attention branches. One is the standard self-attention
network Attseir(H). The other is the syntax-aware self-attention network AttSynge(H). The
output of the self-attention model is a linear combination of the outputs of these two branches
[Xu et al., 2021b], given by

Hself = - Attse]f(H) + (1 — Oé) . AttSynseH(H) (660)

where « is a coefficient of combination. H.j¢ can be used as usual by taking a layer normal-
ization function and adding a residual connection, and so the overall architecture is the same
as standard Transformer models.

Multi-head attention networks can also be viewed as forms of multi-branch models. There-
fore, we can provide guidance from syntax to only some of the heads while keeping the rest
unchanged [Strubell et al., 2018]. This approach is illustrated in Figure 6.8 (c) where only one
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head of the self-attention sub-layer makes use of syntax trees for computing attention weights.

Multi-scale Models

In linguistics, syntax studies how sentences are built up by smaller constituents. Different
levels of these constituents are in general organized in a hierarchical structure, called syntactic
hierarchy. It is therefore possible to use multiple levels of syntactic constituents to explain
the same sentence, for example, words explain how the sentence is constructed from small
meaningful units, and phrases explain how the sentence is constructed from larger linguistic
units.

Multi-scale Transformers leverage varying abstraction levels of data to represent a sentence
using diverse feature scales. A common approach is to write a sentence in multiple different
forms and then to combine them using a multi-branch network [Hao et al., 2019]. For example,
consider a sentence

The oldest beer-making facility was discovered in China.
We can tokenize it into a sequence of words, denoted by
Xwords = Lhe oldest beer-making facility was discovered in China .
Alternatively, we can write it as a sequence of phrases by using a parser, denoted by
Xphrases = [ The oldest beer-making facility [np [was discovered in China]vp [.].

The simplest way to build a multi-scale model is to encode Xyords and Xphrases USing two
separate Transformer encoders. Then, the outputs of these encoders are combined in some way.
This leads to the same form as Eq. (6.59), and we can view this model as an instance of the
general multi-encoder architecture.

Both Xords and Xpprases can be viewed as sequences of tokens, for example, Xyorgs has
nine word-based tokens, and Xpprases has three phrase-based tokens’. However, involving
all possible phrases will result in a huge vocabulary. We therefore need some method to
represent each phrase as an embedding in a cheap way. By treating phrase embedding as a
sequence modeling problem, it is straightforward to learn sub-sequence representations simply
by considering the sequence models described in the previous chapters and this chapter. Now
we have a two-stage learning process. In the first stage, we learn the embeddings of input units
on different scales using separate models. In the second stage, we learn to encode sequences
on different scales using a multi-branch model.

More generally, we do not need to restrict ourselves to linguistically meaningful units in
multi-scale representation learning. For example, we can learn sub-word segmentations from
data and represent an input sentence as a sequence of sub-words. This results in a hierarchical

5 Xphrases comprises three tokens The oldest beer-making facility, was discovered in China, and ..
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representation of the sentence, for example, sub-words — words — phrases. While the learned
sub-words may not have linguistic meanings, they provide a new insight into modeling words
and phrases, as well as a new scale of features. Also, we do not need to develop multiple
encoders for multi-scale modeling. An alternative approach is to take representations on
different scales in the multi-head self-attention attention modules, which makes it easier to
model the interactions among different scales [Guo et al., 2020; Li et al., 2022b].

A problem with the approaches described above, however, is that the representations (or
attention weight matrices) learned on different scales are of different sizes. For example,
in the above examples, the representation learned from Xy,.qs 1S @ 9 X d matrix, and the
representation learned from Xpprases 1 @ 3 X d matrix. A simple solution to this problem
is to perform upsampling on the phrase-based representation to expand it to a 9 x d matrix.
Likewise, we can perform downsampling on the word-based representation to shrink it to a
3 x d matrix. Then, the combination model Combine(-) can be the same as those described in
Section 6.2.3.

It is worth noting that multi-scale modeling is widely discussed in several fields. For
example, in computer vision, multi-scale modeling is often referred to as a process of learning
a series of feature maps on the input image [Fan et al., 2021; Li et al., 2022¢]. Unlike the
multi-branch models presented here, the multi-scale vision Transformer models make use of
the hierarchical nature of features in representing images. Systems of this kind are often based
on a stack of layers in which each layer learns the features on a larger scale (e.g., a higher
channel capacity) from the features produced by the previous layer.

Transformers as Syntax Learners

So far we have discussed syntax trees as being constraints or priors on the encoding process so
that we can make use of linguistic representations in learning neural networks. It is natural to
wonder whether these neural models can learn some knowledge of linguistic structure from
data without human design linguistic annotations. This reflects one of the goals of developing
NLP systems: linguistic knowledge can be learned from data and encoded in models.

In order to explore the linguistic properties learned by NLP systems, a simple method is to
examine the syntactic behaviors of the outputs of the systems. For example, we can examine
whether the outputs of language generation systems have grammatical errors. Another example
is to ask these systems to accomplish tasks that make sense for linguistics, though they are
not trained to do so [Brown et al., 2020]. However, examining and explaining how model
predictions exhibit syntactic abilities is not sufficient to answer the question. It is also the case
that the neural networks have learned some knowledge about language, but it is not used in
prediction [Clark et al., 2019]. Therefore, we need to see what is modeled and learned inside
these neural networks.

One approach to examining the latent linguistic structure in Transformer models is to
develop probes to see whether and to what extent these models capture notions of linguistics,
such as dependency relations and parts-of-speech. A general approach to probing is to
extract the internal representations of the models and probe them for linguistic phenomena.
For Transformer, it is usually achieved by examining the attention map and/or output of an
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Figure 6.9: An overview of probing for Transformer-based models. Given a Transformer
model (e.g., a Transformer-based language model), we first optimize the model parameters on
some unlabeled data. Then, we develop a predictor which takes the states of a hidden layer
of the Transformer model and generates outputs for a probing task (see sub-figure (a)). The
predictor can be trained as usual in which only the parameters of the predictor are optimized
and the parameters of the Transformer model are fixed (see sub-figure (b)). The Transformer
model and the predictor are used together to make predictions on new data for probing (see
sub-figure (c)).

attention layer. Then, we construct a probing predictor (or probing classifier) that takes
these internal representations as input and produces linguistic notions as output [Belinkov,
2022]. The probing predictor can be based on either simple heuristics or parameterized models
optimized on the probing task. Recent work shows that large-scale Transformer-based language
models exhibit good behaviors, called emergent abilities, in various probing tasks. However,
we will not discuss details of these language modeling systems in this chapter, but leave them
in the following chapters. Nevertheless, we assume here that we have a Transformer encoder
that has been well trained on unlabeled data and can be used for probing. Figure 6.9 illustrates
the process of probing.

Many probing methods have been used in recent work on analyzing and understanding
what is learned in neural encoders. Here we describe some of the popular ones.

* Trees. Given a trained Transformer encoder, it is easy to know how “likely” two words of
a sentence have some linguistic relationship by computing the attention weight between
them. We can use this quantity to define a metric measuring the syntactic distance
between the two words at positions ¢ and j

ds(inj) = 1-afij) (6.61)

By using this metric it is straightforward to construct the minimum-spanning tree for
the sentence, that is, we connect all the words to form a tree structure with the minimum
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total distance. The tree structure can be seen as a latent tree representation of the sentence
that is induced from the neural network. While this dependency-tree-like structure can
be used as a source of learned syntactic information in downstream tasks, it says nothing
about our knowledge of syntax. An approach to aligning the representations in the
encoder with linguistic structure is to learn to produce syntax trees that are consistent
with human annotations. To do this, we need to develop a probing predictor that can be
trained on tree-annotated data. Suppose that there is a human annotated dependency tree
of a given sentence. For each pair of words, we can obtain a distance w(i, j) by counting
the number of edges between them. Then, we can learn a distance metric based on the
internal representations of the encoder to approximate w(i, 7). A simple form of such a
metric is defined to be the Euclidean distance [Manning et al., 2020]. Let A € RI*ks pe
a parameter matrix. The form of the Euclidean distance is given by

ds(i,7) = /ll(hi—h;)Al[3 (6.62)

where h; and h; are the representations produced by an encoding layer at positions ¢
and j°. Given a set of tree-annotated sentences .S, we can optimize the model by

A 1
A = argmaxzw > Jwliyg) = d2(i, )] (6.63)

1€8,j€S

where |s| is length of the sentence s, and (i, ) indicates a pair of words in s. The
optimized model is then used to parse test sentences via the minimum-spanning tree
algorithm, and we can compare the parse trees against the human-annotated trees. To
obtain directed trees, which are standard forms of dependency syntax, one can update
the above model by considering the relative distance of a word to the root. More details
can be found in Manning et al. [2020]’s work. Here the probing predictor functions
similarly to a neural parser, trained to predict a syntax tree based on a representation of
the input sentence. This idea can be extended to other forms of syntactic structure, such
as phrase structure trees [Shi et al., 2016].

* Syntactic and Semantic Labels. Many syntactic and semantic parsing tasks can be
framed as problems of predicting linguistic labels given a sentence or its segments. A
simple example is part-of-speech tagging in which each word of a sentence is labeled
with a word class. A probe for part-of-speech tagging can be a classifier that takes a
representation h; each time and outputs the corresponding word class. One general
probing approach to these problems is edge probing [Tenney et al., 2019b;a]. Given a
sentence, a labeled edge is defined as a tuple

(span;,spany,label)

where span; is a span [i1, j1], and span, is another span [iz, jo] (optionally), and label

OIn general, h; and h; are the outputs of the last layer of the encoder. Alternatively, they can be weighted sums
of the outputs of all the layers.
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is the corresponding label. Our goal is to learn a probe to predict label given span;
and span,. For example, for part-of-speech tagging, span; is a unit span [, j] for each
position j, span, is an empty span, and label is the part-of-speech tag corresponding
to the j-th word of the sentence; for dependency parsing and coreference resolution,
span; and span, are two words or entities, and label is the relationship between them;
for constituency parsing, span; is a span of words, span, is an empty span, and label
is the syntactic category of the tree node yielding span;. In simple cases, the probing
model can be a multi-layer feed-forward neural network with a Softmax output layer.
As usual, this model is trained on labeled data, and then tested on new data.

* Surface Forms of Words and Sentences. Probing tasks can also be designed to examine
whether the representations embed the surface information of sentences or words [Adi
et al., 2016; Conneau et al., 2018]. A simple sentence-level probing task is sentence
length prediction. To do this, we first represent the sentence as a single vector h’,
and then build a classifier to categorize h into the corresponding length bin. Similarly,
probes can be built to predict whether two words at positions ¢ and j are reordered in the
sentence given h; and h;. Also, we can develop probes to address conventional problems
in morphology. For example, we reconstruct the word at position j or predict its sense
with the representation h;. In addition, probing tasks can be focused on particular
linguistic problems, for example, numeracy [Wallace et al., 2019] and function words
[Kim et al., 2019].

* Cloze. Of course, we can probe neural models for problems beyond syntax and morphol-
ogy. One perspective on large-scale pre-trained Transformer models is to view them as
knowledge bases containing facts about the world. It is therefore tempting to see if we
can apply them to test factual knowledge. A simple method is to ask a probe to recover
the missing item of a sentence [Petroni et al., 2019]. For example, if we have a cloze test

Shiji was written by .

we wish the probe to give an answer Sima Qian because there is a subject-object-relation
fact (Shiji, Sima Qian, written-by). This probe can simply be a masked language model
that is widely used in self-supervised learning of Transformer encoders.

In NLP, probing is closely related to pre-training of large language models (see Chapters
7 and 8). In general, we can see probing tasks as applications of these pre-trained language
models, though probing is ordinarily used to give a quick test of the models. Ideally we would
like to develop a probe that makes best use of the representations to deal with the problems.
However, when a probe is complex and sufficiently well-trained, it might be difficult to say
if the problem is solved by using the representations or the probe itself. A common way to
emphasize the contribution of probes in problem-solving is to compare them with reasonable
baselines or conduct the comparison on control tasks [Hewitt and Liang, 2019; Belinkov,
2022].

"h can be computed by performing a pooling operation on {hy,...,hy, }
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Improved Architectures

In this section we present several improvements to the vanilla Transformer model. Unlike
the previous section, most of the improvements are from the perspective of machine learning,
rather than linguistics.

Locally Attentive Models

Methods of self-attention, as discussed in Section 6.1.3, can also be viewed as learning
representations of the entire input sequence. The use of this global attention mechanism
can lead to a better ability to deal with long-distance dependencies, but this model has a
shortcoming: local information is not explicitly captured. Here we consider a few techniques
that attempt to model the localness of representations.

1. Priors of Local Modeling

One of the simplest ways of introducing local models into Transformers is to add a penalty
term to the attention function in order to discourage large attention weights between distant
positions. On the encoder-side, this leads to a form that we have already encountered several
times in this chapter.
H4 [Hk:]T
AttLocalges(H) = Softmax(T —v-G)H" (6.64)

where ~y is the weight (or temperature) of the penalty term, and G € R"*"™ is the matrix of
penalties. Each entry G (4, j) indicates how much we penalize the model given positions 7 and
j. A simple form of G(i,j) is a distance metric between i and j, for example

G(i,j) = li—]jl (6.65)
Or G(i,j) can be defined as a Gaussian penalty function [Yang et al., 2018]
(i—j)?

G(i,j) = 52 (6.66)

where o; is the standard deviation of the Gaussian distribution. For different 7, both of the
above penalty terms increase, linearly or exponentially, away from the maximum at ¢ with
distance |i — j|.
This method can be extended to the cross-attention model, like this
S¢ [Hk]T
AttLocaleoss(H,S) = SoftmaX(T —v-G)H" (6.67)

where G is an n X m matrix. Each entry of G can be defined as

)2
G(i,j) = (i = g)” (6.68)

2
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where u; is the mean of the Gaussian distribution over the source-side positions. Both p;
and o; can be determined using heuristics. Alternatively, we can develop additional neural
networks to model them and learn corresponding parameters together with other parameters of
the Transformer model. For example, we can use a feed-forward neural network to predict p;
given s;.

One alternative to Eq. (6.64) (or Eq. (6.67)) treats the penalty term as a separate model and
combines it with the original attention model. For example, we can define the self-attention
model as

HY[HF]T
AttLocalser(H) = <(1 —p)- Softmax(T

where € [0,1] is the coefficient of the linear combination. Note that, to avoid empirical

)+ 8- Softmax(—- G)) H" (6.69)

choices of the values of o and 3, we can use gating functions to predict o and 5 and train these
functions as usual.

Another alternative is to use a multiplicative mask to incorporate the prior into modeling,
as in Eq. (6.54). This is given by

HJ[H*T
Vd

Here G’ € [0,1]™*™ is a matrix of scalars. The scalar G'(7,7) gives a value of 1 when i = j,

AttLocalger(H) = Softmax( oG HY (6.70)

and a smaller value as j moves away from 7. G’(i, j) can be obtained by normalizing —G(%, 5)
over all j or using alternative functions.

2. Local Attention

The term local attention has been used broadly to cover a wide range of problems and to
refer to many different models in the NLP literature. The methods discussed above are
those that impose soft constraints on attention models. In fact, local attention has its origins
in attempts to restrict the scope of attention models for considerations of modeling and
computational problems [Luong et al., 2015]. Research in this area often looks into introducing
hard constraints, so that the resulting models can focus on parts of the input and ignore the
rest. For example, we can predict a span of source-side positions for performing the attention
function given a target-side position [Sperber et al., 2018; Yang et al., 2018; Sukhbaatar
et al., 2019]. Also, attention spans can be induced from syntax trees, for example, knowing
sub-tree structures of a sentence may help winnow the field that the model concentrates on
in learning the representation. Thus, many of the syntax-constrained models are instances of
local attention-based models (see Section 6.2.4) . In addition, the concept of local attention
can be extended to develop a rich set of models, such as sparse attention models, although
these models are often discussed in the context of efficient machine learning methods. We will
see a few examples of them in Section 6.4.

In deep learning, one of the most widely used models for learning features from a restricted
region of the input is CNNs. It is thus interesting to consider methods of combining CNNs and
Transformer models to obtain the benefits of both approaches, for example, CNNs deal with
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short-term dependencies, and self-attention models deal with long-term dependencies. One
approach is to build a two-branch sequence model where one branch is based on CNNs and the
other is based on self-attention models [Wu et al., 2020]. Another approach is to incorporate
CNN layers into Transformer blocks in some way that we can learn both local and global
representations through a deep model [Wu et al., 2019; Gulati et al., 2020].

3. Relative Positional Embedding

Relative positional embedding, also known as relative positional representation (RPR), is
an improvement to the absolute positional embedding method used in standard Transformer
systems [Shaw et al., 2018; Huang et al., 2018]. The idea of RPR is that we model the distance
between two positions of a sequence rather than giving each position a fixed representation.
As a result, we have a pair-wise representation PE(¢, j) for any two positions i and j. One
simple way to define PE(4, 7) is to consider it as a lookup table for all pairs of ¢ and j. More
specifically, let u, be a d-dimensional representation for a given distance . The form of
PE(i,7) in the vanilla RPR method is given by

PE(i,7) = Uelip(j—ikupr) (6.71)
where clip(x, kyp,) is a function that clips « in the interval [—kypy, krpr]
clip(x, kypr) = max{—kypr, min{z, kypr } } (6.72)

Thus, we have a model with parameters

Urpr = Ug (6.73)

| Werpr |

While this matrix notation is used in a relatively informal way, we can view U, as a matrix
€ RZFort1)xd ‘and select a row corresponding to clip(j — i, kypr) when RPR is required for
given ¢ and j.

Using the above method, we can define three RPR models PE?(i,5), PE(i,5) and
PE"(4,7) for queries, keys, and values, respectively. Then, following the form of Eq. (6.17),
the output of the self-attention model at position ¢ can be written as

ci = Y ai;[hY+PE"(i,))]
j=

m m
= > oihi+) a; ;PE(i,) (6.74)
=1 =1
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Figure 6.10: Transformer encoders without and with relative positional representation (RPR).
In RPR, each pair of positions is represented as a vector PE(4, j) using a model parameterized
by U, PE(4,5) is fed into each self-attention sub-layer so that we can make use of the
positional information in intermediate steps of learning representations.

where h7 is the j-th row vector of H". This representation comprises two components:
Z;-":l a; ;hy is the basic representation, and Z;n:l a; ;PE"(4,7) is the positional representa-
tion.

The attention weight «; ; is computed in a regular way, but with additional terms PE?(3, 5)
and PE* (i, j) added to each query and key.

[bf +PE?(i,j)][h} + PE*(i,5)]"
Vd

Figure 6.10 shows the Transformer encoder architectures with and without RPR. When
RPR is adopted, PE? (i, j), PE¥ (4, j), PEY (4, §) are directly fed to each self-attention sub-layer,
and so we can make better use of positional information for sequence modeling. Note that,
the use of the clipping function (see Eq. (6.72)) makes the modeling simple because we
do not need to distinguish the relative distances for the cases |j —i| > k. This clipped

a;; = Softmax( ) (6.75)

distance-based model can lead, in turn, to better modeling in local context windows.

Eqgs. (6.74) and (6.75) provide a general approach to position-sensitive sequence modeling.
There are many variants of this model. In Shaw et al. [2018]’s early work on RPR, the
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positional representations for queries are removed, and the model works only with PE” (4,7)
and PE"(4, ), like this

k k(; T
hi[hj +PE" (i, j)]
Vd

By contrast, there are examples that attempt to improve the RPR model in computing

(6.76)

a;; = Softmax(

attention weights but ignore PE" (4, j) in learning values [Dai et al., 2019; He et al., 2021].
Instead of treating RPR as an additive term to each representation, researchers also explore
other ways of introducing RPR into Transformer [Huang et al., 2020; Raffel et al., 2020]. We
refer the interested readers to these papers for more details.

Deep Models

Many state-of-the-art NLP systems are based on deep Transformer models. For example,
recent large language models generally comprise tens of Transformer layers (or more precisely,
hundreds of layers of neurons), demonstrating strong performance on many tasks [Ouyang
et al., 2022; Touvron et al., 2023a]. By stacking Transformer layers, it is straightforward to
obtain a deep model. However, as is often the case, training very deep neural networks is
challenging. A difficulty arises from the fact that the error surfaces of deep neural networks are
highly non-convex and have many local optima that make the training process likely to get stuck
in them. While there are optimization algorithms that can help alleviate this problem, most
of the practical efforts explore the use of gradient-based methods for optimizing deep neural
networks. As a result, training a model with many Transformer layers becomes challenging
due to vanishing and exploding gradients during back-propagation. Here we consider several
techniques for training deep Transformer models.

1. Re-thinking the Pre-Norm and Post-Norm Architectures

As introduced previously, a Transformer sub-layer is a residual network where a shortcut is
created to add the input of the network directly to the output of this sub-layer. This allows
gradients to flow more directly from the output back to the input, mitigating the vanishing
gradient problem. In general, a residual connection in Transformer is used together with a layer
normalization unit to form a sub-layer. This leads to two types of architecture, called post-norm
and pre-norm. To be specific, recall from Section 6.1.4 that the post-norm architecture can be
expressed as

7z = LNorm(F'(z'™1)+z1) (6.77)

where z! and z/~! are the output and input of the sub-layer [, and Fl() is the core function
of this sub-layer. The pre-norm architecture takes the identity mapping z' outside the layer
normalization function, given in the form

7z = LNorm(F'(z'™1))+z'"! (6.78)
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Consider the difference between the information flow in these two architectures:

* The post-norm architecture prevents the identity mapping of the input from adding to the
output of the sub-layer. This is not a true residual network, because all the information
is passed on through a non-linear function (i.e., the layer normalization unit). Thus, the
post-norm architecture is not very “efficient” for back-propagation. Wang et al. [2019]
show that the gradient of the loss of an L sub-layer Transformer network with respect to
z! is given by

L—-1 ky L—1 ki k
OE  OF OLNorm(v") ‘ H <1+8F (z )) 6.79)

/. L’ K K
Z Z A% Z
0 0 P 0 Py 0

where z” is the output of the last layer, v* is a short for F*(z*~1), and E is the error
ALNorm(vF) and OFF% (%)
avk oz
normalization function and the core function, respectively. Although the equation here
k
appears a bit complex, we see that Hé;ll %Ng#(v)
This means that the error gradient will be rescaled more times if L becomes larger, and

there is a higher risk of vanishing and exploding gradients for a deeper model.

measured by some loss function.

are the gradients of the layer

is simply a product of L — [ factors.

* The pre-norm architecture describes a standard residual neural network where the input
of a whole network is added to its output. We can write the gradient of the error at z' as

8£ OF ' <1+L1—[_1 8Fk(LNorm(zk)))

0z! ozl ozk
k=l
L1
OE OFE OF*(LNorm(z*))
-~ 0zb * ozl e ozk (6.80)

It is easy to see that g—E receives direct feedback regarding the errors made by the model,

Z!
oE

because the first term of the summation on the right-hand side (i.e., 5.7) is the gradient

of the model output which is independent of the network depth.

The use of the pre-norm architecture also helps optimization during early gradient descent
steps. For example, it has been found that pre-norm Transformer models can be trained by
using a larger learning rate in the early stage of training instead of gradually increasing the
learning rate from a small value [Xiong et al., 2020].

While the pre-norm architecture leads to easier optimization of deep Transformer models,
we would not simply say that it is a better choice compared to the post-norm architecture.
In fact, both post-norm and pre-norm Transformer models have been successfully used in
many applications. For example, the post-norm architecture is widely used in BERT-like
models, while the pre-norm architecture is a more popular choice in recent generative large
language models. Broadly, these two architectures provide different ways to design a deep
Transformer model, as well as different advantages and disadvantages in doing so. The post-
norm architecture forces the representation to be learned through more non-linear functions,
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but in turn results in a complicated model that is relatively hard to train. By contrast, the
pre-norm architecture can make the training of Transformer models easier, but would be less
expressive than the post-norm counterpart if the learned models are overly dependent on the
shortcut paths.

An improvement to these architectures is to control the extent to which we want to “skip”
a sub-layer. A simple way to do this is to weight different paths rather than treating them
equally. For example, a scalar factor of a residual connection can be introduced to determine
how heavily we weight this residual connection relative to the path of the core function [He
et al., 2016; Liu et al., 2020a;b]. A more general form of this model is given by

7z = LNorm(F'(z" ') +8-2"" 1) +v-27! (6.81)

where [ is the weight of the identity mapping inside the layer normalization function, and ~y
is the weight of the identity mapping outside the layer normalization function. Clearly, both
the post-norm and pre-norm architectures can be seen as special cases of this equation. That
is, if 5 =1 and ~ = 0, then it will become Eq. (6.77); if 3 =0 and y = 1, it will become
Eq. (6.78). This model provides a multi-branch view of building residual blocks. The input
to this block can be computed through multiple paths with different modeling complexities.
When § and ~ are small, the representation is forced to be learned through a “deep” model
with multiple layers of cascaded non-linear units. In contrast, when 3 and ~ are large, the
representation is more likely to be learned using a “shallow” model with fewer layers. To
determine the optimal choices of 3 and -, one can give them fixed values by considering
some theoretical properties or system performance on validation sets, or compute these values
by using additional functions that can be trained to do so [Srivastava et al., 2015]. It should
be emphasized that many other types of architecture can be considered in the design of a
Transformer sub-layer. It is possible, for instance, to introduce more layer normalization units
into a sub-layer [Ding et al., 2021; Wang et al., 2022b], or, on the contrary, to simply remove
them from a sub-layer [Bachlechner et al., 2021].

2. Parameter Initialization

As with other deep neural networks, there is interest in developing parameter initialization
methods for deep Transformer models in order to perform optimization on some region around
a better local optimum. However, initialization is a wide-ranging topic for optimization of
machine learning models, and the discussion of this general topic lies beyond the scope
of this section. Here we will discuss some of the parameter initialization methods used in
Transformer-based systems rather than the general optimization problems.

While the parameters of a neural network can be set in various different ways, most
practical systems adopt simple techniques to give appropriate initial values of model parameters.
Consider, for example, the Xavier initialization for a parameter matrix W € R%n*dout [Glorot
and Bengio, 2010]. We define a variable n by

n = gain‘\/id. —fd . (6.82)
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where gain is a hyper-parameter which equals 1 by default. Then, each entry of W can be
initialized by using a uniform distribution

W~ U(=nn) (6.83)
or, alternatively, using a Gaussian distribution
W ~ Gaussian (0,772) (6.84)

This method can be easily adapted to initialize Transformer models having a large number
of layers. One common way is to find a more suitable value of gain by taking into account the
fact that the initial states of optimization might be different for neural networks of different
depths. For example, one can increase the value of gain as the depth of the model grows. Then,
gain can be defined as a function of the network depth in the form

gain = a-LY (6.85)

where a is the scalar, and L’ is the network depth raised to the power of b. Typically, a and
b can be positive numbers, which means that it is preferred to have larger initial values for
the parameters for deeper models. For example, Wang et al. [2022a] show that, by choosing
appropriate values for a and b, a very deep Transformer model can be successfully trained.

Eq. (6.85) assigns gain the same value for all of the sub-layers. However, it is found that
the norm of gradients becomes smaller when a sub-layer moves away from the output layer.
This consistent application of gain across the entire model could result in under-training of the
lower layers due to the gradient vanishing problem. For this reason, one can develop methods
that are sensitive to the position of a sub-layer in the neural network. The general form of such
methods is given by

gain = l% (6.86)
Here [ denotes the depth of a sub-layer. If [ is larger (i.e., the sub-layer is closer to the output),
gain will be smaller and the corresponding parameters will be set to smaller values. An
example of this method can be found in Zhang et al. [2019]’s work.

It is also, of course, straightforward to apply general methods of initializing deep multi-
layer neural networks to Transformer models. An example is to consider the Lipschitz
constant in parameter initialization, which has been shown to help improve the stability of
training deep models [Szegedy et al., 2014; Xu et al., 2020]. Another approach is to use
second-order methods to estimate the proper values of the parameters. For example, one can
compute the Hessian of each parameter matrix to model its curvature [Skorski et al., 2021].

For models with a large number of layers, it is also possible to pre-train some of the layers
via smaller models and use their trained parameters to initialize bigger models [Chen et al.,
2015]. That is, we first obtain a rough estimation of the parameters in a cheap way, and then
continue the training process on the whole model as usual. These methods fall into a class of
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training methods, called model growth or depth growth.

As a simple example, consider a Transformer model (e.g., a Transformer encoder) of 2L
sub-layers. We can train this model by using the shallow-to-deep training method [Li et al.,
2020b]. First, we train an L-sub-layer model (call it the shallow model) in a regular way. Then,
we create a 2L-sub-layer model (call it the deep model) by stacking the shallow model twice,
and further train this deep model. To construct deeper models, this procedure can be repeated
multiple times, say, we start with a model of L sub-layers, and obtain a model of L2 after
I iterations. Note that many of the pre-training models are used in the same manner. For
example, for BERT-like methods, a transformer encoder is trained on large-scale data, and the
optimized parameters are then used to initialize downstream systems.

3. Layer Fusion

Another problem with training a deep Transformer model is that the prediction is only condi-
tioned on the last layer of the neural network. While the use of residual connections enables
the direct access to lower-level layers from a higher-level layer, there is still a “long” path of
passing information from the bottom to the top. One simple way to address this is to create
residual connections that skip more layers. For example, consider a group of L Transformer
sub-layers. For the sub-layer at depth [, we can build [ — 1 residual connections, each con-
necting this sub-layer with a previous sub-layer. In this way, we develop a densely connected
network where each sub-layer takes the outputs of all previous sub-layers [Huang et al., 2017].
The output of the last sub-layer can be seen as some combination of the outputs at different
levels of representation of the input.

Following the notation used in the previous subsections, we denote the output of the
sub-layer at depth [ by z!, and denote the function of the sub-layer by Layer!(-). Then, z' can
be expressed as

7z = Layerl(zl,...,zl_l) (6.87)

We can simply view Layer!(-) as a function that fuses the information from {z!,...,z!~1}.
There are many possible choices for Layer!(-). For example, a simple form of Layer!(-) is
given by

1 l—l)

Layer!(z!,....z = LNorm(F!(Z!)) (6.88)

7! = (24,27 (6.89)

Here ¢(-) takes the layer outputs {z',...,z!~!} and fuses them into a single representation Z'.
A simple instance of ¢(-) is average pooling which computes the sum of {z',...,z'~'} divided
by [ — 1. See Table 6.2 for more examples of ¢(-).

Taking a similar architecture of a Transformer sub-layer, we can also consider a post-norm
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Entry | Function

Average Pooling | ¢(z',...,z"71) = l—% 2;11 z"
Weighted Sum | ¢(z!,...,z' 1) = 22;11 weight, - z"
Feedforward Network | ¢(z',...,z' 1) = FFN([z',...,2'71])
Self Attention | ¢(z,...,z' 1)

Table 6.2: Fusion functions. FEN(-) = feedforward neural network, [-] = concatenating the
input vectors, and Attg¢(-) = self-attention function. All of the fusion functions can be
followed by a layer normalization function, for example, we can write the weighted sum of
(z!,....2"" 1} as ¢(z',...,2~ 1) = LNorm(3 4}, weight, - z").

form
Layer!(z!,...,.z2""!) = LNorm(Z') (6.90)
7! = ¢(Fi (27,227 (6.91)
Oor a pré-norm form
Layer'(z',...,z2"" ) = Z! (6.92)
Z! = ¢(LNorm(Fi(z'™Y)),z!,...,2"71) (6.93)

These models are very general. For example, a standard post-norm encoder sub-layer can
be recovered as a special case of Egs. (6.90-6.91), if we remove the dependencies of sub-layers
from 1 to [ — 2, and define ¢(-) to be

o(Fl(z7Y),2!, ..,z = FlzY)+27! (6.94)

Densely connected network makes the information easier to flow through direct connections
between sub-layers, but the resulting models are a bit more complex, especially when we use
parameterized fusion functions. In practice, we typically add dense connections only to some
of the sub-layers, and so the overall networks are not very dense. For example, we only add
connections from bottom sub-layers to the last few sub-layers. Thus, the prediction can be
made by having direct access to different levels of representation [Wang et al., 2018a].

4. Regularization

In machine learning, regularization is used to avoid overfitting in training deep neural networks.
It is therefore straightforward to apply regularization techniques to Transformer models. Since
the regularization issue has been discussed in Chapter 2, here we consider some of the methods
that have not been covered yet in this book but could be used for training deep Transformer
models.

One approach to regularizing a deep Transformer model is to randomly skip sub-layers
or layers during training [Huang et al., 2016; Pham et al., 2019]. In each run of the model,
such as running the backpropgation algorithm on a batch of samples, we select each of the
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sub-layers with a probability p, and stack the selected sub-layers to form a “new” model. Thus,
we essentially train different neural networks with shared architectures and parameters on
the same dataset. In this way, a sub-layer learns to operate somewhat independently, and so
overfitting is reduced by preventing the co-adaption of sub-layers. In fact, dropping out sub-
layers (or layers) and dropping out neurons are two different methods on a theme. Sometimes,
the method described here is called sub-layer dropout or layer dropout.

At test time, we need to combine all the possible networks to make predictions of some
output. A simple method to achieve this is to rescale the outputs of the stochastic components of
the model [Li et al., 2021]. As an example, suppose each sub-layer has a pre-norm architecture.
Then, the output of the sub-layer at depth [ is given by

7z = p-LNorm(F'(z"!))+2'~! (6.95)

Another idea is to force the parameters to be shared across sub-layers. One of the simplest
methods is to use the same parameters for all the corresponding sub-layers [Dehghani et al.,
2018], for example, all the FFN sub-layers are based on the same feedforward network. This
method has a similar effect as the methods that add norms of parameter matrices to the loss
function for penalizing complex models. For practical systems, there can be significant benefit
in adopting a shared architecture because we can reuse the same sub-model to build a multi-
layer neural network and reduce the memory footprint. We will see more discussions on the
efficiency issue in Section 6.4.4.

Numerical Method-Inspired Models

A residual network computes its output through the sum of the identity mapping and some
transformation of the input. Such a model can be interpreted as an Euler discretization of
ordinary differential equations (ODESs) [Ee, 2017; Haber and Ruthotto, 2017]. To illustrate
this idea, we consider a general form of residual networks

7zl = fl(zl_l)—i—zl_l (6.96)

where f!(z!~!) denotes a function takes an input variable z'~! and produces an output variable
in the same space. Clearly, a Transformer sub-layer is a special case of this equation. For
example, for pre-norm Transformer, we have f!(-) = LNorm(F'(-)).

For notational simplicity, we rewrite the above equation in an equivalent form
z(l) = f(z(1-1),0)+z(l—1) (6.97)

We use the notations z(l) and f(z(+,)) to emphasize that z(-) and f(-) are functions of /. Here
we assume that [ is a discrete variable. If we relax [ to a continuous variable and z(l) to a
continuous function of [, then we can express Eq. (6.97) as

z(l) = Al-f(z(l—Al),1) +z(l— Al) (6.98)
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This can be further written as

z(l) —z(l— Al)

N = f(z(l—Al),1) (6.99)
Taking the limit Al — 0, we have an ODE
dz(1)
TR f(z(1),1) (6.100)

We say that a pre-norm Transformer sub-layer (i.e., Eqs. (6.97) and (6.96)) is an Euler
discretization of solutions to the above ODE. This is an interesting result! A sub-layer is
actually a solver of the ODE.

Egs. (6.97) and (6.96) are standard forms of the Euler method. It computes a new
estimation of the solution by moving from an old estimation one step forward along . In
general, two dimensions can be considered in design of numerical methods for ODE:s.

* Linear Multi-step Methods. A linear multi-step method computes the current estima-
tion of the solutions by taking the estimations and derivative information from multiple
previous steps. A general formulation of p-step methods can be expressed as

P p+1
2(l) = > ai-z(l—i)+hY bi-f(a(l—i), [—i+1) (6.101)
=1 i=1

where h is the size of the step we move each time®, that is, Al in Eqs. (6.98) and
(6.99). {a;} and {b;} are coefficients of the solution points and derivatives in the linear
combination. Given this definition, we can think of the Euler method as a single-step,
low-order method of solving ODEs’.

* (Higher-order) Runge-Kutta Methods. Runge-Kutta (RK) methods and their variants
provide ways to compute the next step solution by taking intermediate results in solving
an ODE. As a result, we obtain higher-order methods but still follow the form of single-
step methods, that is, the estimated solution is dependent only on z(l — 1) rather than on
the outputs at multiple previous steps.

In fact, linear multi-step methods, though not explicitly mentioned, have been used in layer
fusion discussed in Section 6.3.2. For example, taking Eqgs. (6.92) and (6.93) and a linear
fusion function, a pre-norm sub-layer with dense connections to all previous sub-layers can be
expressed as

Layerl(zl,...,zl_l) = a1-zl_l—i—...—i—al,l-zl—i—bl-LNorm(Fl(zl_l)) (6.102)

8Let {to, ..., t; } denote the values of the variable [ at steps {0, ...,i}. In linear multi-step methods, it is assumed
that t; = to +th.

°In numerical analysis, the local truncation error of a method of solving ODEs at a step is defined to be the
difference between the approximated solution computed by the method and the true solution. The method is called
order p if it has a local truncation error O(hP*+1).
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This equation is an instance of Eq. (6.101) where we set h = 1 and remove some of the terms
on the right-hand side.

It is also straightforward to apply Runge-Kutta methods to Transformer [Li et al., 2022a].
Given an ODE as described in Eq. (6.100), an explicit p-order Runge-Kutta solution is given
by

p
2() = 21—+ g (6.103)
=1
1—1
g = h-f(z(l-1)+> Bij-gl—1+Xh) (6.104)
j=1

Here g; represents an intermediate step which is present only during the above process. {~;},
{Bi;} and {\;} are coefficients that are determined by using the Taylor series of z(l). To
simplify the model, we assume that the same function f is used for all {g;}. Then, we remove
the dependency of the term [ — 1+ \; - b in f, and rewrite Eq. (6.104) as

i—1
g = h-flz(i-1)+> Bij-gj) (6.105)
j=1

where f(+) is a function independent of i.

As an example, consider the 4th-order Runge-Kutta (RK4) solution

1

z(l) = Z(l—1)+g(g1+2g2+2g3+g4) (6.106)

g1 = h-f(z(l-1)) (6.107)
1

g2 = h~f(z(l—1)+§g1) (6.108)
1

g3 = h-f(Z(l—1)+§g2) (6.109)

ge = h-f(z(l-1)+g3) (6.110)

These equations define a new architecture of sub-layer. For example, by setting » = 1 and
f(-) =LNorm(F'(-)), we obtain an RK4 Transformer sub-layer, as shown in Figure 6.11. This
method leads to a deep model because each sub-layer involves four runs of f(-) in sequence.
On the other hand, the resulting model is parameter efficient because we reuse the same
function f(-) within the sub-layer, without introducing new parameters.

So far in this subsection our discussion has focused on applying dynamic systems to
Transformer models by designing architectures of Transformer sub-layers. While the basic
ODE model is continuous with respect to the depth [, these methods still follow the general
framework of neural networks in which [ is a discrete variable and the representational power
of the models is largely determined by this hyper-parameter. An alternative approach is to use
neural ODE models to relax the “depth” to a truly continuous variable. In this way, we can
have a model with continuous depth for computing the solution of ODEs. However, as the
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z(l-1) z(l-1)

(a) Pre-norm (b) RK2

Figure 6.11: Pre-norm (a) and Runge-Kutta (b and c) sub-layer architectures. z(! — 1) denotes
the input of a sub-layer at depth [, z(l) denotes the output of the sub-layer, and f (in blue
boxes) denotes the function f(-) = LNorm(F'(-))

discussion of neural ODE lies beyond the scope of this chapter, we refer the reader to related
papers for more details [Chen et al., 2018c; Kidger, 2022].

Wide Models

Most of the methods that we have studied so far in this section are examples of learning and
using deep models. Another design choice we generally face is to determine the width for a
neural network. Typically, the width of a Transformer model can be defined as the number of
dimensions of a representation at some position of the input sequence, that is, the parameter
d. Increasing this width is a common method to obtain a more complex and more powerful
model. For example, in Vaswani et al. [2017]’s work, a wide model (called Transformer big)
leads to significant improvements in translation quality for machine translation systems. More
recently, wider models have been proposed to boost systems on large-scale tasks [Lepikhin
et al., 2021; Fedus et al., 2022b].

However, developing very wide Transformer models is difficult. One difficulty is that
training such systems is computationally expensive. While the number of the model parameters
(or model size) grows linearly with d, the time complexity of the models grows quadratic
with d (see Table 6.1). In some NLP tasks, it is found empirically that the training effort that
we need to obtain satisfactory performance is even an exponential function of the model size
[Kaplan et al., 2020]. These results suggest ways to improve the efficiency of training when
we enlarge d.

One simple method is to incrementally grow the model along the dimension of d, rather
than training the model from scratch. Suppose we have an initial model involving a d; X d;
parameter matrix W, for example, the linear transformation of each query or key in some
layer. We can train this model to obtain optimized W in a regular way. Then, we want to
extend this model to a wider model where W is replaced by a ds X do parameter matrix W.
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Let us assume for simplicity that do = kd;. There are several ways to expand a d; X d; matrix
to a kd; x kd; matrix. The simplest of these may be to use W to fill Wa. We can write Wy

in the form
k times
w, .. W
w, = |°* g (6.111)
W, oW
p )

where p is a hyper-parameter that is used to control the norm of Wy. For example, if p = k,
W, will have the same /; norm as W;. The above equation provides a good starting point
for training the wide model, and we can train W as usual after initialization. The procedure
can be repeated a number of times for constructing a model with arbitrary width. Both this
method and the depth growth method described in Section 6.3.2 are instances of the general
method of model growth. In other words, we can obtain a larger model by extending a small
model either vertically or horizontally, or both. Alternative methods for transforming Wy to
‘W involve those considering other mathematical properties of the transformation [Chen et al.,
2015]. These models can fall under the reusable neural networks where we are concerned with
models and algorithms for transferring parameters from small models to (significantly) larger
models [Wang et al., 2023].

A second difficulty in building a wide Transformer model is the large memory requirement.
Since the feedforward network generally has a larger hidden layer than other parts of the model,
it demands relatively more memory as the model becomes wider. Consider the feedforward
network described in Section 6.1.5

H,,: = FFN(Hj,)
= ReLU(Hjn'Wh+bh)'Wf+bf (6.112)

where W), € R*din gnd W fE R *d gre the parameters of the linear transformations. dg;,
is typically several times larger than d. Therefore, W), and W ; will occupy the model if d
and dg, have very large values.

In some cases, the size of the feedforward network may exceed the memory capacity of a
single device. This problem can be addressed by using the mixture-of-experts (MoE) models
[Shazeer et al., 2017]. An MoE model consists of M expert models {e1(-),...,ear(:)}. Given
an input hy, € R%, each expert model produces an output e (h;,). The output of the MoE
model is a linear combination of {e1 (hiy),...,ear(hin)}, given by

how = 9i (hin) 1€ (hin) (6.113)

M=

=1

where ¢(-) is a gating model (also called routing model). Its output is a vector g(h;,) =
g1(hin) . gm (hin)] in which each entry g; (h;y, ) indicates the weight of the corresponding
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expert model. In many applications, it is assumed that g(h;, ) is a sparse vector. This means
that only a small number of expert models are involved in computing the output. A widely-used
form of g(hjy) is given by using the Softmax layer

g(hin) = Softmax(hi, - W) (6.114)

where W, € R4*M s the parameter matrix of the layer. To enforce sparsity on g(hy,), we can
simply select the top-k entries of g(hiy ), that is, we set non-top-k entries to 0. An alternative
method is to first perform top-k selection on h;, - W, and then normalize the top-k entries
using the Softmax function.

Let 7 be the set of the indices of the top-k expert models. The MoE model with top-k
routing has the following form

howe = Y gi(hin) - €;(hin) (6.115)

e

An advantage of this approach is that we can distribute different expert models to different
processors, making it possible to execute these models on parallel computing machines. In
each run of the MoE model, either during training or inference, we only need to activate and
use k expert models rather than all of the expert models. In this way, the MoE approach is
automatically learning a sparse model by limiting the number of active expert models each
time in training and inference. The sparsity is determined by the hyperparameter k, say, a
small value of k leads to a sparse model, and a large value of & leads to a dense model.

Let us return to the discussion of Eq. (6.112). It is straightforward to apply the MoE
approach to feedforward neural networks. To simplify the discussion, consider the linear
transformation of the first layer as shown in Eq. (6.112), that is, H;, - W,. We can approximate
H;, - W}, in an MoE form

Hi, - W), = Zgi(Hin) -e;(Hip)

1ET
= Zgi(Hin) [Hin - W} (6.116)
1ET

Here W), is divided into M slides (or sub-matrices) {W,ll, ,W,]l” }, written as

W, = W) o WY (6.117)

Hence each expert model e;(H;,) = Hj, - W}L solves a sub-problem of the original linear
mapping, and Eq. (6.116) can be thought of as a divide-and-conquer solution to the matrix
multiplication problem.

We can, of course, treat any feedforward neural network as an expert model, resulting in
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Figure 6.12: An illustration of the MoE model applied to an FFN sub-layer. There are M FFNs
(call them expert models) and a gating model. Each FFN is weighted by the gating model.
The output of the model is the sum of the weighted outputs of the top-k£ FFNs (denoted by 7).
Because these FFNs work independently and can be placed on different computing devices,
the model can be easily scaled up as M is larger.

the following model

How = Y gi(Hin) FFN;(Hiy) (6.118)

1em

where FEN;(-) is a “small” feedforward neural network that has the same form as Eq. (6.112).
This model is illustrated with an example in Figure 6.12. In practical implementations, all
these expert models can be run in parallel on different devices, and so the resulting system is
efficient.

Note that, from a perspective of machine learning, MoE is a general approach to combining
different neural networks, each of which is developed to address a different aspect of the
problem [Yuksel et al., 2012; Masoudnia and Ebrahimpour, 2014]. The application here is
just a special instance of the general framework of MoE. The approach is also often used to
improve the overall performance of predictors, which can be discussed in the field of ensemble
learning [Zhou, 2012].

Another difficulty in developing large Transformer models is the training instability prob-
lem. As with many other large neural networks, straightforward optimization of a Transformer
model with a large number of parameters may lead to getting trapped in local minimums, and,
occasionally, large spikes in the loss during training [Lepikhin et al., 2021; Fedus et al., 2022b;
Chowdhery et al., 2022]. Even with careful choices about hyperparameters, training strategies,
and initial model parameters, we still encounter the situation that we have to restart the training
at some point in order to jump out of the tough regions in optimization. One of the reasons for
this training difficulty is that the usual implementations of the linear algebra operations, such
as matrix multiplication, will be numerically unstable if they operates on very large vectors
and matrices. It is therefore possible to improve the training by considering numerically stable
methods instead.
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Efficient Models

Efficiency is an important consideration for many practical applications of Transformer models.

For example, we may wish to run and/or train a Transformer model given memory and time
constraints. Efficiency is not a single problem, but covers a wide range of problems. While
these problems can be categorized in several different ways, there are two fundamental aspects
one may consider in an efficiency problem.

* Time and Space Efficiencies. For a given problem, we wish the model to be small and
fast, and meanwhile to be as accurate as possible in solving the problem. For example,
in some machine translation applications, we may learn a model with a small number of
parameters to fit the model to limited memory, and may develop a fast search algorithm
to achieve low-latency translation. A practical difficulty here is that improving efficiency
often leads to worse predictions. In many cases, we need to seek a trade-off between
efficiency and accuracy.

* Scalability. When the problem is scaled up, we wish that the additional effort we made
for solving this problem is as small as possible. For example, the training of a neural
network is called efficient if it takes a reasonably short time to optimize it as more
training samples are involved. Another example of efficiency is that used to measure
the amount of resources consumed in processing more inputs. For example, a machine
translation system is inefficient in translating long sentences if the memory footprint and
latency grow exponentially with the number of input words.

In this section, we will not discuss all the issues related to efficiency, which is a very
broad topic. We instead consider the widely-used efficient approaches to Transformer-based
sequence modeling and generation, some of which are refinements of model architectures, and
some of which are model-free approaches and could be used in other systems as well. Most of
the discussions here are focused on developing lightweight and fast Transformer models that
are relatively robust to long input and output sequences.

In general, the same optimization method can be applied to different modules of a Trans-
former system. To simplify the discussion, we will mostly consider self-attention sub-layers
and FFN sub-layers in this section. Our discussion, however, is general and the methods pre-
sented here can be applied to other parts of a Transformer system, for example, cross-attention
sub-layers.

Sparse Attention

In practice, the attention approaches used in Transformer are time consuming, especially when
the input sequences are long. To illustrate, consider a Transformer decoder that predicts a
distribution of words at a time given the previous words. Suppose the sequence generated
by the decoder is of size n and the input of a self-attention sub-layer is an n X d matrix S.
First, S is linearly transformed to obtain the queries S? € R™*¢, keys S* € R™*¢, and values
SU € R™*9, To simplify the notation in this subsection, we use Q, K and V to represent S¢,
S* and S?, respectively.
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The output of the self-attention sub-layer can then be computed using
Atteer(S) = AV (6.119)

where A is an n X n attention matrix or attention map

T

A = Softmax(Qz

M is a masking matrix that is used to prevent the model from seeing the right context words

+M) (6.120)

at each position, that is, for a position 4, M (i,7) = 0 for j <, and M (i,7) = —oo otherwise.
Both the time and space complexities of the self-attention sub-layer are quadratic functions of
n!'9. Therefore, if n is large, the model would be computationally expensive.

The usual implementation of the above model depends on dense matrix computation, for
example, the dense matrix multiplications in Egs. (6.119-6.120). One approach to reducing
the amount of memory and the number of floating-point calculations in a dense computation
system is to sparsify the problem. To do this, we assume that A is a sparse matrix, for example,
only o-n? entries of M have non-zero values, where o indicates how sparse the matrix is,
also called sparsity ratio. Since we only need to store these non-zero entries, the memory

requirement of A can be reduced by using sparse matrix representations. Another advantage
QK™
) - vd ;
consider only a “small” number of related positions when learning a representation.

of using a sparse attention matrix is that the models of and AV can be simplified, as we

Given a position ¢, we define the attention field 7; to be the set of positions that are
considered in computing the representation at this position. We therefore only need to compute
the dot-product attention between the given position ¢ and each position j € ;. This results in
a sparse attention matrix A’ where

Aij) = some weight j e mand j <14 6.121)
’ 0 otherwise

A simple implementation of this model involves a slight modification to M, leading to a new
masking variable M’

0 jem;and § <14
M'(i,j) = JE Aty =t (6.122)
—oo otherwise

In practical implementation, a more efficient approach is to employ sparse operations for QK™
and A’V by considering M’ and A’, respectively. That is, we save on computation for pairs
of positions whose attention weights are non-zero, and skip the rest.

There are several approaches that we can take to the sparse modeling of self-attention. We
describe briefly some of them as follows

"More precisely, the amount of memory used by the self-attention function is n? +n-d, and so it will be
dominated by the quadratic term n?ifn >>d.
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* Span-based Attention/Local Attention. As discussed in Section 6.3.1, the use of
context in sequence modeling is local in many cases. The basic idea of local attention is
to span the attention weights to a restricted region of the input sequence. We can then
write 7r; as

m = [alal] (6.123)

(2]

where a! and a! and the left and right ends of ;. al — al + 1 determines how small the
region is, and so we can use it to control the sparsity of the attention model, for example,
ifa; — aé +1 << n, the model would be very sparse. aé and a; can be obtained by using
either heuristics or machine learning methods. The reader may refer to related papers
for more details [Luong et al., 2015; Sperber et al., 2018; Yang et al., 2018; Sukhbaatar
et al., 2019]. See Figure 6.13 (b) for an illustration of local attention.

* Chunked Attention. When a problem is too difficult to solve, one can transform it into
easier problems and solve each of them separately, as is often the case in practice. This
motivates the chunked attention approach in which we segment a sequence into chunks
and run the attention model on each of them [Parmar et al., 2018; Qiu et al., 2020].
Given a sequence {1,...,n}, we define {chunk;, ..., chunk,} to be a segmentation of the
sequence. A chunk can be expressed as a span

chunk, = [, cf] (6.124)

In the attention step, we treat each chunk as a sequence and perform self-attention on it
as usual. In other words, the representation at position ¢ is computed by using only the
context in the chunk that 7 belongs to. In this sense, this model can be thought of as some
sort of local attention model. Figure 6.13 (c) shows an illustration of this model. There
remains the issue of how to segment the sequence. There are several ways to do this.
For example, as discussed in Section 6.2.4, we can do segmentation from a linguistic
perspective, and segment the sequence into linguistically motivated units. In practical
systems, it is sometimes more convenient to segment the sequence into chunks that are
of equal length. Thus, the sparsity of the model is controlled by the size of these chunks,
for example, the use of smaller chunks would lead to a more sparse attention model.

» Strided Attention. Since the chunked attention approach enforces a hard segmentation

on the input sequence, it may lose the ability to learn representations from inputs in
different chunks. An alternative way to achieve chunk-wise attention is to allow overlap
between chunks [Child et al., 2019; Beltagy et al., 2020; Ainslie et al., 2020]. This
approach is analogous to the family of approaches that are commonly used to apply a
local model to 1D or 2D data to generate outputs of the same shape. Like CNNs, we
use a context window to represent the field of input of the attention model. The context
window slides along the sequence, each time moving forward a step of size stride. As a
special case, if stride equals the size of the context window, this model is the same as
the chunked attention model mentioned above. If stride chooses a value smaller than
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the size of the context window, the attention model will become denser. Figure 6.13
(d) shows the case of strdie = 1 where the chunk overlapping is maximized. A way to
achieve relatively sparser attention is to use a dilated context window. Figure 6.13 (e)
shows an example of the dilated strided attention model, where the context window is
discontinuous, with gaps of size 1.

* Learning Attention Fields. Because the attention field m; can be any sub-set of
{1,...,n}, we can develop more general sparse attention models by considering attention
maps beyond chunk-based patterns. The only question is how to determine which
positions the model attends to for a given position. One simple approach is to use a
computationally cheaper model to estimate the “importance” of each position. Then,
attention weights are computed only for some of the positions which are thought to
be most important [Zhou et al., 2021]. A second approach is grouping: positions are
grouped, and then the attention weights are computed only for positions in the same
group. It is often relatively easy to achieve this by running clustering algorithms on
keys and queries. For example, we can cluster keys and queries via k-means clustering.
The centroids of the clusters can be treated as additional parameters of the attention
model, and so can be learned during optimization [Roy et al., 2021]. One benefit of
learning attention fields is that the model can spread its attention broader over the
sequence. This is a useful property for many NLP problems because word dependencies
are sometimes long-range, not restricted to a local context window. See Figure 6.13 (f)
for an example of the attention map learned through this model. Alternative approaches
to learning to attend are to use sorting or hashing functions to group similar key and
query vectors [Kitaev et al., 2020; Tay et al., 2020a]. These functions can be either
heuristically designed functions or neural networks with learnable parameters. By using
these functions, we can reorder the sequence so that the inputs in the same group are
adjacent in the reordered sequence. In this way, the resulting attention map follows a
chunk-wise pattern, and the model is computationally efficient through the use of the
chunked attention approach.

* Hybrid Methods. Above, we have discussed a range of different sparse attention models.
It is natural to explore methods that combine multiple models together to make use
of their benefits in some way. A simple way to do this is to combine the attention
fields of different models. For example, in Zaheer et al. [2020]’s system, the attention
map is generated by considering three different sparse models, including local attention

(chunked attention), global attention, and random attention!’

. The resulting model
is still a sparse model, but is somewhat more robust as it involves multiple patterns
from different perspectives of attention modeling. Another way of combining multiple
attention models is to use different models for different heads in multi-head attention
[Child et al., 2019; Beltagy et al., 2020]. For example, one can use one head as a local

attention model, and use another head as a global attention model (see Figure 6.13 (g-h)).

"Here the global attention model attends each word only to a special word which accounts for the entire
sequence and is often placed at the beginning of the sequence. The random attention model attends each word to a
random set of the words of the sequence.
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Figure 6.13: Illustration of the attention maps of different models (self-attention on the decoder
side). Dark cells mean A’(7,j) # 0 (i.e., i attends to j), and light cells mean A’(7,7) =0 (i.e.,
i does not attend to j). In all these attention maps, we assume that every position attends to
itself by default (see diagonals).
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One disadvantage of sparse models compared to dense models is that they are not com-
putationally efficient on GPUs or CPUs. While sparse models can ideally reduce both the
memory and computation requirements, the actual rate at which work can be done by sparse
models is much slower than by dense models. In practice, it is difficult for sparse models
to approach the peak FLOPS of a GPU or CPU'2. Therefore, they are often used for the
purpose of high memory efficiency, not really for the purpose of efficient computation. On
the other hand, sparse models are still of great use to NLP practitioners in the context of
memory-efficient Transformer, especially when Transformer systems are used to deal with
extremely long sequences.

Recurrent and Memory Models

For sequence generation problems, Transformer can also be thought of as a memory sys-
tem. Consider again the general setting, in which we are given the states of previous ¢ — 1
positions, and we wish to predict the next state. In self-attention, this is done by using
the query at position i (i.e., q;) to access the key-value pairs of the previous positions (i.e.,
{(k1,v1),..., (ki—1,vi—1)}). Then, we move to position i + 1, and add (k;, v;) to the collec-
tion of key-value pairs. This procedure can be interpreted in terms of the memory mechanism
(see Chapter 4). The Transformer model maintains a memory that retains the information of
the past. When moving along the sequence, we repeat the same operation, each time generating
some output by reading the memory, and then updating the memory so that new information
could be stored in some way. This is illustrated in Figure 6.14.

1. Cache-based Memory

The memory here can be viewed as a datastore of vectors. From a machine learning perspective,
this is a non-parametric model, and the cost of accessing the model grows as a longer sub-
sequence is observed. Clearly, such a variable-length memory will generally be infeasible if
the model deals with a very, very long sequence. For the modeling problem of arbitrary length
sequences, it is common to use a fix-length memory instead. As in many NLP problems, one of
the simplest ways to do this is to consider a cache saving recent information, that is, we restrict
the modeling to a context window. Let n. be the size of the context window. The model keeps
track of the n. — 1 latest states to the current position, so that its closest successors can be
considered at each step. This means that, for each position, a self-attention sub-layer attends to
n. — 1 positions ahead, like this

Output

° o ° ° ® Input
1= 1—4 1—3 1—2 1—1 1

If we stack multiple self-attention sub-layers, a larger context window would be considered.

2FLOPS = floating point operations per second.
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Figure 6.14: Transformer as a memory system. At position ¢, the collection of the key-value
pairs of positions {1,...,7 — 1} is used as a memory of the past information. The Transformer
model accesses this memory to generate some output, and then adds the key-value pair of
position ¢ to the memory. Moving to the next position, we repeat the same procedure of
memory access and update.

For example, a model involving two self-attention sub-layers has a context window of size
2n. — 1, as follows

/ o

W Layer 2

° (] ) ® ) ° Layer 1
1—5 1—4 1—3 1—2 1—1 1

Therefore, we can take a sufficiently large context by using a multi-layer Transformer
model. Note that the context window model here is essentially the same as the strided attention
model presented in the preceding section. Systems of this type are often easy to implement:
we slide a window along the sequence, and, in each move, we make predictions at the last
position of the window (for inference), or back-propagate errors (for training).

An alternative way to train this context window model is by chunked attention. We divide
the sequence into chunks (or sub-sequences) which are of the same length n.. Then, we
treat these chunks as individual training samples, and run the training program on each of
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them as usual. This approach, however, completely ignores the relationship between inputs in
different chunks. One way to address this issue is to introduce dependence between chunks.
For example, the Transformer-XL model allows every chunk to access one or more preceding
chunks [Dai et al., 2019]. In the simplest case, consider an example in which chunky, can see
its successor chunkg_ 1. Each position in chunky, can attend to all its preceding positions in
both chunk, and chunk;_.

In Transformer-XL, this approach is implemented in a simplified form. First, each position
is constrained to attend to n. — 1 previous positions so that the size of the attention field of a
position is the same in the training and inference stages. Such a method turns the problem back
to strided attention, making the implementation of the attention model straightforward. On the
other hand, the difference between the standard strided attention model and the Transformer-XL
model is that in Transformer-XL, we perform training in a chunk-wise manner. Once we finish
the training on a chunk, we directly move to the next chunk, rather than sliding the context
window a small step forward. Second, while this approach allows for connections between
chunks, the parameters of the sub-network on chunky_; are fixed, and we only update the
parameters of the sub-network on chunky, in the k-th step. See Figure 6.15 for an illustration.

The above model is similar in spirit to recurrent models because all of them require the
computation in one step to depend on the states of the preceding steps. However, it is not in
the standard form of a recurrent model, in which the output of a recurrent unit in one step is
the input in the next step. Instead, the “recurrence” is expressed by involving connections
between two different layers, that is, the output of one layer in chunky_; is used as the input
of a higher-level layer in chunky.

2. Encoding Long-term Memory

Another idea for representing the states of a sequence is to frame the task as an encoding
problem. Instead of storing all the key-value vectors during left-to-right generation, we
construct the memory of the entire “history” as a fixed number of encoded key-value vectors.
These encoded key-value vectors can be either a small sub-set of {(ky,v1),...,(kj—1,vi—1)}
or a small set of newly-generated vectors that encodes {(ki,v1),..., (ki—1,vi—1)}.

One way to do the encoding is to apply a pooling operation to {(ky,v1),...,(k;—1,vi—1)}
[Rae et al., 2019]. For example, by using average pooling, the memory contains only one
key-value pair (k, V)

i—1
_ 1
k = i_lzkj (6.125)
7j=1
1 i—1
v = i_lj;vj (6.126)

This leads to a very efficient model, and we only need to update the vectors (k, V) at a time
[Zhang et al., 2018]. Let (k[i], ¥[i]) be the state of the memory at position i. A more general
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(b) Step k + 1 of chunk-wise training

Figure 6.15: Illustration of chunk-wise training [Dai et al., 2019]. The input sequence is
divided into chunks of the same length n.. Training is performed on these chunks, each time
dealing with a chunk. In chunky, the attention field for every position in this chunk is a left
context window of size n.. Hence this model allows for attention across chunks, for example,
position ¢ — 2 in chunky, can attend to positions ¢ — 3 and ¢ — 4 in chunky_; (see sub-figure
(a)). For training, errors are back-propagated only in the sub-network for chunkyg, leaving
other parts of the model unchanged. Here we use dashed lines to denote information flow that
we consider in the forward pass but not in the backward pass. Once we finish the training on
chunky, we move to the next chunk, and repeat the same training procedure.

definition of (k[i],¥][i]) is given in a recursive form

=~

] = KMem(k[i—1],ki_1) 6.127)
[i] = VMem(v[i—1],v;_1) (6.128)

<

where KMem(-) and VMem(-) are functions that update the memory by taking both the states
of the memory at the previous position (i.e., k[i — 1] and v[i — 1]) and the new states (i.e., k; 1
and v;_1). There are many forms of the functions like KMem(-) and VMem(+) in common
use. For example, if KMem(-) and VMem(-) are weighted sum functions, we can derive the
same forms as Eqs. (6.125) and (6.126). If KMem(-) and VMem(-) are recurrent cells in
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RNNs or LSTM, we obtain a recurrent model of memory.

Extension of the above model to memories having more than one key-value pair is
straightforward. One approach is to use the memory to represent sub-sequences. Let
{(k1,¥1),...,(ks, V) } be a memory of size k. Each (k;,V;) is a snapshot of a chunk of
length n.. Thus, this memory can encode a sequence with maximum length « - n.. Then, we
can compute (Rj,vj) on the corresponding chunk using Eqgs. (6.127) and (6.128). A second
approach is to organize {(kq,v1), ..., (k«, V. )} into a priority queue. We design some function
to assign a score to any given key-value pair. The key-value pair can be inserted into the
priority queue through the push operation. Ideally, we wish to develop a scoring function to
estimate the value of a key-value pair, for example, we use another neural network to evaluate
the key-value pair. In this way, the memory is a collection of the most valuable key-value pairs
over the input sequence.

Although representing the memory as a set of vectors is an obvious choice for the model
design in Transformer, the memory is discrete and its capacity is determined by the number
of the vectors. An alternative form of memory is continuous memory. This type of model
typically builds on the idea of function approximation, in which {ki,....k;_1} or {v1,...,v;_1}
is viewed as a series of data points, and a continuous function is developed to fit these data
points. Then, we no longer need to store {ki,...,k;_1} and {vy,...,v;_1}. Instead, the
memory is represented by the functions fitting these vectors. A simple method is to combine
simple functions to fit complex curves of data points. For example, we can develop a set of
basis functions and use a linear combination of them to approximate the key or value vectors
[Martins et al., 2022]. The resulting model is parameterized by these basis functions and the
corresponding weights in the combination.

It is also straightforward to use a short-term memory and a long-term memory simultane-
ously so that we can combine the merits of both. For example, we use a cache-based memory
to capture local context, and use an efficient long-term memory that encodes the entire history
to model long-range dependency. This idea is also similar to that used in combining different
sparse attention models as discussed in the previous subsection.

3. Retrieval-based Methods

So far in this subsection, we have discussed approaches based on fixed-length models. It is
also possible to develop efficient memory models by improving the efficiency of accessing the
memories, instead of just reducing the memory capacities. One way to achieve this is to store
the past key-value pairs in a database (call it a vector database), and to find the most similar
ones when querying the database. To be more precise, given a query g, we use the database to
find a set of top-p relevant key-value pairs (denoted by €2,,) by performing similarity search
based on the dot-product similarity measure between query and key vectors. Then, we attend
q to {2, as in standard self-attention models. The idea behind this method is to consider only a
small number of elements that contribute most to the attention result. Therefore, the model is
essentially a sparse attention model which is computationally efficient. Another advantage of
this method is that it allows for fast similarity search over a very large set of vectors because of
the highly optimized implementation of vector databases. Building a memory as a retrieval
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system can fall under the general framework called the retrieval-augmented approach. It
provides a simple way to incorporate external memories into neural models like Transformer
[Guu et al., 2020; Lewis et al., 2020; Wu et al., 2021].

Low-dimensional Models

In many practical applications, Transformer models are “high-dimensional”” models. This is
not only because the input and/or output data is in high-dimensional spaces, but also because
some of the intermediate representations of the data in the model are high-dimensional. As
discussed in Section 6.4.1, this high dimensionality arises in part from the steps of computing
the attention matrix as in Eq. (6.119) (for ease of presentation, we repeat the equation here)

Atter(S) = AV (6.129)

and the weighted sum of value vectors as in Eq. (6.120)

T

A = Softmax( QK

Vd

which involves large matrix multiplications QK™ and AV when the length n and the hidden
dimensionality d have large values.

+M) (6.130)

The AV and QK™ operations have a time complexity of O(n? - d) and a space complexity
of O(n?+n-d). Several previously described approaches have reduced this complexity by
using sparse models. In this subsection, we focus on methods that approximate these operations
via dense computation. One simple idea is to transform Q, K, and V into smaller matrices,
and thus to reduce the computational burden of matrix multiplication. Since Q, K, and V are
all in R"*?, we can achieve this by reducing either the n dimension or the d dimension, or
both.

1. Reducing »

Note that the output Attges(S) is required to be an n x d matrix, and so we cannot reduce the
number of queries. We instead consider reducing the number of keys and values. Suppose n’
is a number less than n, and K and V can be transformed into n’ x d matrices K’ and V' in
some way. We can obtain a “smaller” model simply by replacing K and V with K’ and Vv,
giving

!

Attgef(S) = AV (6.131)
QK"
Vd
This model is in the standard form of self-attention, but has lower time and space complexities,

thatis, O(n’-n-d) < O(n%-d) and O(n’ -n+n'-d) < O(n®+n-d). If n’ << n, the resulting
model will be linear with n.

A = Softmax( +M) (6.132)

The key problem here is how to obtain K’ and V' in a way that retains much of the
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information in K and V. There are several ways to do so. One simple method is to select the
keys and values that are thought to be important. The importance of a key (or value) can be
computed in terms of some computationally cheap measure. For example, we can sample a
small number of query-key dot-products and estimate the importance of a key by collecting
these dot-product results.

The above method is straightforward but still requires sparse operations, such as sampling
and collection. As an alternative, we can use dense computation to transform K and V to
K’ and V'. A typical choice is to use CNNs [Liu et al., 2018]. Let Conv(-) be a function
describing a set of filters that slide along the n dimension. K' is then given by

K' = Conv(K,W,,size,,stride) (6.133)

where W_. is the parameter matrix of the filters, size, is the size of the receptive field, and
stride is the number of units the filters are translated at a time. In general, we can achieve
a high compression rate by choosing large values for size, and stride. Likewise, we can
compute A4 using another convolutional function. It is worth noting that, if the parameter n’
is fixed for all samples, compression of K and V along the length dimension is essentially
the same as the fixed-length memory model as described in the preceding subsection. The
methods presented here are more general and could be applied to variable-length memories.

We might also be tempted to model the attention function by considering the attention
matrix A as a high-dimensional representation of data and then applying conventional dimen-
sionality reduction methods. For many problems, it is found that A (or more precisely QK ™)
is a low-rank matrix. In this case, we can compress A while retaining as much information
as possible. There are many ways to do so. For example, we might use a product of smaller
matrices as an approximation to A via the SVD technique (see Chapter 3). However, this
introduces computational overhead in using SVD compared with the standard attention model.
A simpler idea to directly transform K and V into smaller-sized matrices via linear mappings,
given by

K = UK (6.134)

vV = UV (6.135)

where U € R”*" and UY € R” *™ are parameter matrices. Clearly, this leads to a model
which is equivalent to that described in Egs. (6.131) and (6.132). While such a method is
intuitive and simple, it is proven to obtain a sufficiently small approximation error € if n’ is a
linear function of d/ €2 [Wang et al., 2020b].

2. Reducing d

Another approach to working in a low-dimensional space is to reduce the d dimension. One of
the simplest methods is to project all queries and keys onto a d’-dimensional space (d' < d),
and to compute the dot-product of any key-value pair in the new space. For modeling, we only
need to replace Q € R™*% and K € R"*? by new representations Q' € R"*? and K’ € R"*?',
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We can easily modify Eq. (6.130) to use Q' and K’ in computing the attention matrix

/ nT
A = Softmax(Q[\z] +M) (6.136)
Q' and K’ are given by
Q = QU (6.137)
K = KU* (6.138)

where U? € R?*4 and U* € R¥*? are parameter matrices of linear transformations.

It is also possible to exploit kernel methods to obtain an efficient dot-product attention
model. The basic idea is to map all data points (represented as vectors) from one space to
another space, so that the problem, which might be difficult to solve in the original space, is
easier to solve in the new space. The “trick” of kernel methods is that we actually do not need
to know the mapping function, but only need to know how to compute the inner product of
vectors in the new space in one operation'?. This operation of the inner product is usually
called the kernel and denoted by K (-,-).

It is interesting to approximate A in a fashion analogous to K (-,-) in kernel methods. To
illustrate, note in Eq. (6.130) A is a fraction denoting the normalized attention weights. The
numerator can be written in the form

~ QKT
A = Mask(exp( Nz ) (6.140)
(6.141)

Here Mask(+) is a function which has the same effect as using the additive masking variable
M. Then, A can be expressed as

A = DA (6.142)

where D is an n X n diagonal matrix. Each entry of the main diagonal is the sum of the entries
of the corresponding row in A, denoting the normalization factor of Softmax. Substituting this
equation into Eq. (6.130), we have

Atte(S) = DAV (6.143)

131n mathematical analysis, the inner product is a generalized notion of the dot-product. It is typically denoted
by (-,-). A formal definition of the inner product requires that (-, ) satisfies several properties in a vector space.
Although the inner product has different forms in different contexts, in the Euclidean space RY, it is the same thing
as the dot-product, that is, given two vectors a € R%and b € ]Rd, we have

(a,b) = a-b

d
= Sain (6.139)
i=1
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In this model, /~1(z, j) can be viewed as a similarity function over all query-key pairs in a
d-dimensional space. Here we assume that this function, which is in the form of the dot-product
of vectors, can be approximated by a kernel function

A(i,j) = Kl(aikj)
= (¢(qi),p(k;))

#(+) is a mapping from R? to RY. We can represent the queries and keys in the following form

Q' = ¢(Q)
= : (6.144)
K = ¢(K)

- : (6.145)

Then, we develop a kernelized attention model by approximating the attention weight a; ;
in the form

P(aqi)p(k;)"
> =1 ¢(ai) k)t

(6.146)

Qg

The key idea behind this kernelized attention model is that we can remove the Softmax
function if the queries and keys are mapped to a new space. Using this approximation, the ¢-th
output vector of the attention model (i.e., the i-th row vector of Attg¢(S)) is given by

n
¢ = ) iV

. dlaotk)’
) ;(zy,m(qi)as(k/ﬂ )
S0 o(ao) v,

> =1 (i) o (ky)T
$ai) (71 0(k;) ;)
A(ai) (D=1 ¢(kj1)T)

(6.147)

Although the equation appears a bit complicated, the idea is simple: instead of attending the
query to all keys to obtain the attention weight «; ;, we can compute the sum of the multiplica-
tions ", o(k )Tv; € RY*4 and then multiply it with the kernelized query ¢(q;). Returning
to the notation used in Eq. (6.143), we define the i-th entry of D to be ¢(q;) D7, ¢(kjr .
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Then, the attention model can be re-expressed in the form

Attself(S) = D_1¢(Q)¢(K)TV
= D'QK'V
= D YQEK™V)) (6.148)

Here we change the order of computation from left-to-right to right-to-left using parentheses.
Given that Q' € R"*% and K’ € R"*? | this model has time and space complexities of
O(n-d-d)and O(n-d+mn-d +d-d), respectively. Therefore, the model is linear with
respect to the sequence length n, and is sometimes called the linear attention model. One
computational advantage of this model is that we need only compute the multiplication K’ Tv
(e D20y ¢(k;)Tv;) and the corresponding normalization factor (i.e., > =1 #(k;)T) once.
The results can then be used for any query [Katharopoulos et al., 2020]. The memory needs
to maintain > %, ¢(k;)Tv; and > =1 ¢(k;)" and update them when new key and value
vectors come.

Still, there are several problems regarding this kernelized model, for example, how to
develop the feature map ¢(+) to obtain a good approximation to the standard attention model.
Interested readers may refer to Choromanski et al. [2020]’s work for more details.

A second idea for reducing d is to take sub-space models, in which a problem in a d-
dimensional space is transformed into sub-problems in lower-dimensional spaces, and the
solution to the original problem is approximated by some combination of the solutions to these
sub-problems. In a general sub-space model, a d-dimensional key vector k can be mapped
into a set of d’-dimensional vectors {K'y,..., K’ }. To simplify modeling, we can do this by
vector segmentation, that is, we segment k into 7 sub-vectors, each having d’' = % dimensions.
We can transform all query and value vectors in the same way. Then, the attention model is
applied in each of these sub-spaces.

This method, however, does not reduce the total amount of computation. As presented in
Lample et al. [2019]’s work, we can instead approximate the dot-product attention over a set
of key-value pairs by considering top-p candidates in each sub-space. More precisely, we find
p-best key-value pairs in each sub-space, which is computationally cheaper. The Cartesian
product of these p-best key sets consists of p” product keys. Likewise, we obtain p” product
values. The remaining work is simple: the d-dimensional queries attend to these d-dimensional
product keys and values. An interesting difference between this sub-space model and the
d-dimensional space model is that the generated product keys and values may be different from
any of the original key-values {(ky,v1),...,(k;—1,v;—1)}. This provides a way for learning
new representations of the past information.

So far we have discussed approaches to dimensionality reduction along either the n or d
dimension. It is straightforward to combine them to develop a “lower-dimensional” model. As
an example, suppose that we have the n — n’ reduction for keys and values, and the d — d’
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reduction for queries and keys. The model takes the form

/

Atteer(S) = AV
e!'T

V'

where Q' € R4 K’ ¢ R”/Xd/, and V' € R"*? are low-dimensional representations for

queries, keys and values. As usual, we can easily obtain these representations through the linear

A = Softmax( +M) (6.149)

mappings of Q, K and V. The time and space complexities of this model are O(n-n-d’) and
o -n+n'-d).

Parameter and Activation Sharing

Redundancy is common to most large-scale neural networks. As a result, many of these
models are over-parameterized, making the training and inference less efficient. One common
approach to redundancy reduction is to simplify the modeling by removing useless components
of the models, for example, we can either prune a complex model or share sub-models among
different components of it to obtain a reasonably small model. In this subsection, we discuss
methods of parameter and intermediate state sharing in Transformer models. We leave the
discussion of model transfer and pruning to Section 6.4.7.

Shared-parameter architectures are widely used in neural network-based systems. Well-
known examples include CNNs and RNNs, where the same set of parameters (or layers) is
applied across different regions of the input. This produces a “big” neural network, parts of
which have the same architecture and the same shared parameters. For Transformers as well as
other sequence models, the sharing mechanism can be applied to different levels of modeling.
A simple example, which might be not related to architecture design, is shared embedding. In
machine translation, a typical strategy for dealing with words in two languages is to develop
two separate embedding models. Alternatively, one can use a single embedding model for
both languages. The parameters of the model are then learned during the training of both the
source-side and target-side networks. Such a strategy is also often adopted in multi-lingual
sequence models, such as language models that are able to deal with texts in many different
languages.

For multi-layer neural networks, a popular method is layer-wise sharing. Suppose there is
a stack of layers, all of which have the same form

S' = Layer(S'"1;6" (6.150)

We can tie the parameters for some or all of these layers. For example, given a set of layers
{l1,1,...,1,}, we enforce the constraint 0l = @2 = ... = 0! 5o that we can obtain a smaller
model and the optimization of the model can be easier. In practice, this shared-layer model is
highly advantageous if many layers are involved, because we can repeat the same process many
times to construct a very deep neural network [Dehghani et al., 2018]. For example, sharing a
single FFN sub-layer across the Transformer encoder is found to be effective in reducing the
redundancy in machine translation systems [Pires et al., 2023].
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For Transformers, sharing can also be performed in multi-head attention. An example of
this is multi-query attention [Shazeer, 2019]. Recall from Section 6.1.3 that the output of a
head h in standard multi-head self-attention can be written as

Crd = At (S?,SF,Sy)
= Attq (SW{,SW},SW}) (6.151)

Here S} = SWY, SF = SW¥, and SY = SWY are the query, key, and value, which are
obtained by linearly transforming the input S with distinct parameter matrices W¢, W%, and
W} . In multi-query attention, we share the same key and value across all the heads, but use
different queries for different heads. The form of this model is given by

Chod = Aty (SWI,SWE,SWY) (6.152)

Here the key SW’{; and value SW{ are irrelevant to h. Hence we need only compute them
once rather than computing them several times. As a result, we can make a significant saving
in computational cost, especially if the number of heads is large. Multi-query attention has
been successfully incorporated into recent large language models, such as Llama 2 [Touvron
et al., 2023b] and Falcon'4.

By extending the idea of sharing to more general situations, any intermediate states can be
shared across a neural network. For example, reusing neuron activations allows a sub-model to
be applied multiple times. For Transformers, sharing can be considered inside the process of
self-attention. It is found that the attention maps of different layers are similar in some NLP
tasks [Xiao et al., 2019]. Therefore, it is reasonable to compute the attention map only once
and then use it in the following layers.

If we make a further generalization of the sharing mechanism, we can view it as a process
by which we use the result produced previously rather than computing it on the fly. It is
thus possible to reuse the information across different runs of a neural network. A related
example is reversible residual networks, in which activations of one layer can be recovered
from the activations of the following layer [Gomez et al., 2017]. Hence we only keep the
output of the latest layer in the forward pass. Then, in the backward pass of training, we
reconstruct the output of each layer from its successor. One advantage of this reversible
treatment is that the information produced in the forward pass is shared implicitly, and the
model is memory-efficient [Kitaev et al., 2020].

Alternatives to Self-Attention

We have seen that the use of self-attention is a primary source of the large computation and
memory requirements for Transformer systems. It is natural to wonder if there are efficient
alternatives to self-attention models. Here we present briefly some of the Transformer variants
in which self-attention sub-layers are not required and we instead replace them with other
types of neural networks.

14https://falconllm.tiiAae/index.htrnl
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1. CNN as A Replacement of Self-Attention

CNNs are simple and widely used neural networks, and are considered as potential alternatives
to self-attention models. To apply CNNs to Transformers, all we need is to construct a
convolutional sub-layer to replace the self-attention sub-layer in a Transformer block. While
a filter of CNNs has a restricted receptive field and thus takes inputs from a “local” context
window, large contexts can be easily modeled by stacking multiple convolutional sub-layers.
One key advantage of CNNs is that the number of elementary operations required to run
CNNss is a linear function of the sequence length n, compared with the quadratic function
for self-attention networks. In practical systems, there have been many highly-optimized
implementations for CNNs, making it easier to apply them to sequence modeling. For further
improvements to memory efficiency, we can use lightweight CNN variants, for example,
depth-wise CNNs [Wu et al., 2018a] 1.

2. Linear Attention

As with many practical approaches to sequence modeling, there is also considerable interest in
developing linear models in order to speed up the processing of long sequences. While there
are many ways to define a linear model, one general form that is commonly used in sequence
models is

Z; = f(a-zi_l—i—b-si) (6.154)

Here s; represents some intermediate states of the model at step ¢, and z; represents the
summary of the history states up to step ¢. It is easy to see that this is a recurrent model: the
output at step ¢ depends only on the input at the current step and the output at the previous
step. As with the popular design choices in neural network-based systems, the linear part is
followed by a transformation f(-) which can be either an activation function or a feedforward
neural network. Note that, Eq. (6.154) defines a standard linear model only if f(-) is a linear
function. The use of f(-) gives greater flexibility in modeling the problem, although the term
linear model may not be applied if f(-) chooses a non-linear form.

The above formula describes a linearly structured model which can be seen as an instance
of a general family of mathematical models. Typically, it can be represented as a chain structure,

SRecall from Chapter 2 that in CNNss a filter (or a set of filters) combines the input variables in the receptive
field into an output variable (or a set of output variables) via linear mapping. Suppose that the input and output
of a problem are represented as sequences of feature vectors. Given a filter having a d x k receptive field, we
slide it along the sequence. At each step, the filter takes d X k input features and produces an output feature. This
procedure is typically expressed by

y = ReduceSum(x® W) (6.153)

where x € RF*? is the vector representation of the input, y € R is the output feature, and W € RF*4 s the weight
matrix. The function ReduceSum(-) computes the sum of all element-wise products between x and W. If we
want the input and output to have the same number of features, we can design d filters and the number of parameters
will be d? - k.

In depth-wise CNNs, we tie the weights across different feature dimensions. More precisely, all the column
vectors of W are the same. Thus, the number of the unique parameters of the model is reduced to d - k (each W
corresponding to a filter having k unique parameters).
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or an ordered set of nodes. The model repeats the same computation process from the first
node to the last, each time taking the information from the current and previous steps and
producing an output vector that is used in the following time steps. As a result, the space and
time cost of the model scales linearly with the length of the chain.

We can extend Eq. (6.154) to a standard RNN model by simply making a linear transfor-
mation of the current input and the previous state, that is, z; = f(z;—1- W, +s;- Wy). Itis
thus straightforward to apply RNN and its variants to Transformer to obtain a hybrid model.
For example, we can use LSTM and GRUs in building some of the Transformer layers to
combine the merits of both recurrent models and self-attentive models [Chen et al., 2018b].
As the conventional recurrent models have been discussed at length in Chapter 2, we skip the
discussion of them here.

In fact, we may be more interested in developing linear attention models, so that we
can obtain an efficient system, while still retaining the benefit of globally attentive sequence
modeling. Part of the difficulty in doing this is that the form of self-attention is not linear. Let
us take a moment to see how this difficulty arises. Recall that the result of self-attention can be
written in the following form

Atteer = AV
= $(Q-K")V (6.155)

Here 4 (-) is a function that is composed by taking the scaling, exponentiating, masking
and normalization operations (i.e., ¥(a) = Normalize(MaSk(exp(%)))). Because ¢(-) is a
complex non-linear function, there is no obvious equivalent that simplifies the computation,
and we have to calculate the two matrix multiplications separately (one inside () and one
outside 7(-)). As a consequence, we need to store all the key-value pairs explicitly, and visit
each of them given a query. Not surprisingly, this leads to a model whose computational cost
grows quadratically with the sequence length n.

Although in self-attention keys and values are coupled, they are used in separate steps.
An elegant form of this model might be that allows for a direct interaction between the keys
and queries, so that we can encode the context information in a way that is irrelevant to the
queries. A trick here is that we can remove the non-linearity from () by using a feature
space mapping ¢(-) on the queries and keys, and reformulate 1)(Q - K™) (i.e., A) in a form of
matrix products. For example, recall from Section 6.4.3 that we can transform Q and K to
Q' =¢(Q) € R and K/ = »(K) e R"*? through the mapping @(+). Then, we define the
form of the attention model to be

Atter = ¢/(Q-KT).V

1y T

QKT

Q/_(K/T_V>

— D5 (6.156)

where '(a) = §. From this definition, we see that, in the case of transformed queries and keys,
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the query-key product needs not be normalized via Softmax, but needs only be normalized via a
simple factor D. Hence the model has a very simple form involving only matrix multiplication
and division, allowing us to change the order of the operations using the associativity of matrix
multiplication.

This leads to an interesting procedure: keys and values are first encoded via K’ T.v, and
then each query attends to this encoding result. Given that K’ Tov= Z?:l k' ;F “Vj, we can

write K’T -V in the form of Eq. (6.154), as follows
/T
i = pi—1tk; vy (6.157)

Here p; € R%*d i3 a variable that adds k’ ]T -v; at a time. Likewise, we can define another
variable v; € RY

vj = v +k] (6.158)
Then, the output of self-attention for the j-th query can be written as (see also Eq. (6.147))

q;' *n

/
qj'Vn

Attt j (6.159)

Clearly, this is a linear model, because p,, and v, are linear with respect to n. In simple

implementations of this model, only z1; and v; are kept. Each time a new query is encountered,
94K 16
Qv
One straightforward extension to the linear attention model is to allow Eqgs. (6.157) and

we update j¢; and v; using Eqgs. (6.157) and (6.158), and then compute Attr j =

(6.158) to combine different terms with different weights. For example, we can redefine fi;
and v; as

pi = a-pj+(1—a) K -v; (6.160)
vj = a-vj+(1—a)-k; (6.161)

and train the parameter a as usual. Also, we can treat a as a gate and use another neural
network to compute a [Peng et al., 2021]. Another model design is to add more terms to Eqgs.
(6.157) and (6.158) in order to give a more powerful treatment of the linear attention approach
[Bello, 2020; Schlag et al., 2021].

We have seen a general idea of designing linear models for the attention mechanism. The
key design choice of such models is to remove the Softmax-based normalization, thereby
taking linear forms of representations based on various intermediate states of the models. This
motivates several recently developed alternatives to self-attention in which efficient inference
systems are developed on the basis of recurrent models of sequence modeling [Peng et al., 2023;
Sun et al., 2023]. While these systems have different architectures, the underlying models have
a similar form, as described in Eq. (6.154). Note that, by using the general formulation of

1611 autoregressive generation, we generate a sequence from left to right. In this case, we need not consider the
keys and values for positions > j.
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recurrent models, we need not restrict the modeling to the standard QKYV attention. Instead we
may give new meanings and forms to the queries, keys, and values.

The discussion here is also related to the memory models discussed in Section 6.4.2.
From the memory viewpoint, the keys and values can be treated as encodings of the context.
Therefore, in the linear attention model above we have a memory system in which two simple
variables p; and v; are used to represent all the context information up to position j. This
results in a fixed-length memory which is very useful in practice. There are also other linear
approaches to encoding long sequences. For example, we can view the moving average model
as an instance of Eq. (6.154), and average a series of state vectors of a Transformer system,
either weighted or unweighted.

3. State-Space Models

In control systems, state-space models (SSMs) are representations of a system whose input
and output are related by some state variables (or states for short), and whose dynamics
is described by first-order differential equations of these states. As a simple example, we
consider a continuous time-invariant linear system which is given in the form of the state-space

representation
dzg) = z(t)-A+s()-B (6.162)
o(t) = z(t)-C+s(t)-D (6.163)

Here s(t), o(t), and z(t) are the values of the input variable, output variable and state variable
at time ¢!7. In a general setting, s(t), o(t), and z(¢) may have different numbers of dimensions.
To simplify the discussion here, we assume that s(¢),0(t) € R? and z(t) € R%!3. Eq. (6.162)
is called the state equation, where A € R%*? is the state matrix and B € R?*% is the input
matrix. Eq. (6.163) is called the output equation, where C € R%*¢ is the output matrix and
D € R4 is the feedforward matrix.

These equations describe a continuous mapping from the variable s(t) to the variable
o(t) over time. They are, therefore, often used to deal with continuous time series data. To
apply this model to the sequence modeling problem discussed in this chapter, we need to
modify the above equations to give a discrete form of the state-space representation. Suppose
that {sg,s1,...,Sp } is a sequence of input data points sampled from s(t) with time step At.
Similarly, we define {z¢,z1,...,2,} and {0¢,01,...,0,} as sequences of the state and output
vectors. Given this notation, we now have a discretized version of the SSM, written as

VAR Zt_l-A—FSt'E (6164)
o = Zt'C+St'ﬁ (6165)

17We use boldface letters to emphasize that the variables are vectors.

Ina general state-space model, all these variables are represented as vectors of complex numbers. Because the
models defined on the field of complex numbers is applicable to case of real number-based state-spaces, we restrict
our discussion to variables in the multi-dimensional real number field.
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This formulation of the SSM defines an RNN with a residual connection. To be more precise,
Eq. (6.164) describes a recurrent unit that reads the input at step ¢ and the state at step ¢ — 1,
without using any activation function. Eq. (6.165) describes an output layer that sums both the
linear transformations of the state z; and the identity mapping s;.

The parameters A, B, C, and D can be induced from A, B, C and D in several different
ways, depending on how Eq. (6.162) is approximated by Eq. (6.164)!. One approach to time
discretization, called bilinear transform or Tustin’s method, gives a model in which the
parameters take the form

At At

A = (1—7-A)-(1—7-A)—1 (6.172)
B = At.B-(I—%-A)—1 (6.173)
C = C (6.174)
D =D (6.175)

An alternative approach is to use the Zero-Order-Hold (ZOH) discretization which has the

form
A = exp(At-A) (6.176)
B = At-B-(exp(At-A)—I)-(At-A)7! (6.177)
C C (6.178)
D =D (6.179)

A detailed discussion of these approaches lies beyond the scope of this book, and we refer
the interested reader to standard textbooks on control theory for further details [Astrdm and

19The discretization process can be interpreted as a numerical method of solving the differential equation. Note
that Eq. (6.162) is an ODE

= g(z(t),1) (6.166)
where
g(z(t),t) = =z()-A+s(t)-B (6.167)

There are many numerical approximations to the solutions to the ODE. For example, the Euler method of solving
the ODE can be expressed in the form (see in Section 6.3.3)

zt = z4—1+At-g(z—1,t) (6.168)
Substituting Eq. (6.167) into Eq. (6.168) yields

Zt = Zi_1 —|—At(zt,1-A+st~B)
= z—1-(I+At-A)+s¢-(At-B) (6.169)

This gives one of the simplest forms of the discretized state equations [Gu et al., 2022b], that is,

A = I+At-A (6.170)
B At-B (6.171)
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Wittenmark, 2013].
The recurrent form of Eq. (6.164) makes it easy to compute the states and outputs over a
sequence of discrete time steps. We can unroll z; and o; in a feedforward fashion

Z():So-ﬁ 00:SO'§'C+SO D
z1=s9-B-A+s;-B 0,=50-B-A-C+s-B-C+s;-D
zy=s50-B-A° 45 B-A+sy,-B | 0y=50-B-A-C+s; - B-A-C+
so-B-C+sy-D
It is easy to write
¢ L
z = » si-B-AT (6.180)
i=0
t S B
oo = Y 5B-A"".C+ts-D (6.181)

Clearly, the right-hand side of Eq. (6.181) can be interpreted as a merged output of a convolu-
tional layer and a linear layer. Given that

t
Z B.AT'.C = [so S1 ... S¢l-
i=0

[E.Xt.é B.A'.C .. E.é] (6.182)

we define a filter having the parameters

Weim = [E A™>.C B.A™1.C .. E-c} (6.183)

where 7.y is the maximum length of the sequence®’. Then, the output of the state-space
S0
model for a sequence S = | : | can be expressed as

Sn
O = Conv(S,Wgy)+ Linear(S,D) (6.184)

where Conv(-) is the convolution operation, and Linear(-) is the linear transformation opera-
tion. Such a treatment of the state-space model enables the system to be efficiently implemented
using fast parallel convolution algorithms.

Unfortunately, the above model performs poorly in many cases. As with many deep neural
networks, careful initialization of the model parameters plays an important role in such models.

20Here ‘Wism can be represented as an nmax X d X d tensor.
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For example, restricting the state matrix to particular types of matrices is found to be useful for
learning and generalizing on long sequences [Gu et al., 2022a].

Another problem with the basic state-space model is that it involves multiplication of
multiple matrices. If the sequence is long (i.e., n is a large number), computing A" will be
computationally expensive and numerically unstable. One of the most popular approaches to
developing practical state-space models for sequence modeling is diagonalization. The basic
idea is that we can transform a state-space model into a new state-space where A (or A) is
diagonalized. Given a state-space model parameterized by (A, B, C,D), we can define a new
state-space model (UAU~!,BU!, UC, D) by introducing an invertible matrix U. It is easy
to prove that the two models are equivalent under the state-space transformation U?!. By using
this state-space transformation, and by noting that A (or A) can be written as a canonical
form P~ AP?2, we can enforce the constraint that A (or A) is a diagonal matrix, giving rise
to diagonal state-space models. To illustrate, consider the filter used in the convolutional
representation of the state-space model (see Eq. (6.182)). Assuming that A = P~'AP, we
can write B- A" - C as

B-A'.C = B- (P 'AP)'.C
B (P 'AP)- (P 'AP)---(P'AP)-C
B-P ). A" (P-C) (6.186)

—

Since A is a diagonal matrix, we can efficiently compute A’ by simply raising all the entries
of A to the ¢-th power. We then have a computationally cheaper model, in which

A" = A (6.187)
B B-P! (6.188)
C = P.C (6.189)
D =D (6.190)

More detailed discussions of diagonal state-space models in sequence modeling can be found
in Gu et al. [2021]’s work.

The application of state-space models to Transformer is simple. Each self-attention sub-
layer is replaced in this case by an SSM sub-layer as described in Eqs. (6.164) and (6.165).
As we have seen there is a close relationship between state-space models and both CNNs and
RNNs. For sequence modeling, we can deal with a sequence of tokens either sequentially
as in RNNSs, or in parallel as in CNNs. This leads to a new paradigm that takes both the
sequential view and the parallel view of the sequence modeling problem — for training, the

2IA state space transformation can be seen as a process of mapping all states from the old space to the new space,
by

s't) = st)-U (6.185)

22\ denotes a diagonal matrix.
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system operates like CNNs to make use of fast parallel training algorithms; for prediction,
the problem is re-cast as a sequential update problem which can be efficiently solved by
using RNN-like models. It should be noted, however, that state-space models are found to
underperform Transformer models for NLP problems, such as language modeling, although
they have achieved promising results in several other fields. Further refinements are often
needed to make them competitive with other widely used sequence models [Fu et al., 2022].

While the formalism of state-space models is different from those we discussed in this
chapter, it provides a general framework of sequence modeling in which the problem can be
viewed from either of two different perspectives and we choose different ones for different
purposes. Several recent sequence models were motivated by this idea, leading to systems
exhibiting properties of both parallel training and RNN-style inference [Orvieto et al., 2023;
Sun et al., 2023].

Conditional Computation

So far in our discussion of efficient Transformer models, we have assumed that the model
architecture is given before beginning the training of a model and is then fixed throughout. We
now turn to the case of learning efficient model architectures. Without loss of generality, we
can write a model in the form

y = Model(x,g(x)) (6.191)

where x and y are the input and output of the model. g(x) is a model function that returns
the model architecture and corresponding parameters for the given input x. In general, we
adopt the convention prevalent in learning problems of using a fixed model architecture and
learning only the parameters, say, g(x) = 6. In this case, the goal of learning is to find the
optimal values of the parameters given the model architecture and training data. On test data,
we make predictions using the same model architecture along with the optimized parameters.

A natural extension of this approach is to consider the learning of both the model archi-
tecture and parameters. In architecture learning, we would like to find a model function §(x)
that produces the optimal model architecture and parameter values given the input x. However,
searching a hypothesis space of all possible combinations of architectures and parameter
choices is extremely difficult, and so we need practical methods to achieve the goal. Two
classes of methods can be applied.

* Neural Architecture Search (NAS). In automated machine learning (AutoML),
neural architecture search is the process of exploring a space of neural networks to find
one that best fits some criterions [Zoph and Le, 2016; Elsken et al., 2019]. Once the
optimal neural network is determined, its parameters will be trained as usual, and then be
applied to new data. In order to make search tractable, several additional techniques, such
as search space pruning and fast search algorithms, are typically used. Applying neural
architecture search to the development of efficient neural networks is straightforward
[Howard et al., 2019; Tan and Le, 2019]. We need only incorporate efficiency measures
into the performance estimation of neural networks, for example, the search can be
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guided by a criterion that penalizes neural networks with high latency or excessive
memory requirements.

* Dynamic Neural Networks. The key idea of dynamic neural networks is to adapt a
neural network dynamically to various inputs [Gupta et al., 2004; Han et al., 2021].
Ideally, we would like to learn g(-), and then, for any input Xy, we apply the model
Model(Xpew, §(Xnew))- As a result, at test time we may have different model structures
and/or different parameters for different inputs. However, it is infeasible to develop
a function g(-) that can model arbitrary neural networks. In practice, g(-) is often
considered to represent a family of sub-networks of a super-network. The problem is
therefore reframed as a simpler problem to learn to choose which sub-network is used
for a given input.

From a machine learning perspective, the approaches to neural architecture search are
general and can be applied to any neural network. On the other hand, from a practical
perspective, it is still difficult to find an efficient neural network that is sufficiently powerful
and generalizes well. While neural architecture search provides interesting ideas for developing
efficient Transformer models, we make no attempt to discuss it here. Instead, the reader can
refer to the above papers to have a general idea of it, and refer to So et al. [2019], Wang et al.
[2020a], and Hu et al. [2021]’s work for its application to Transformers.

In this subsection, we focus on a particular family of approaches to dynamic neural
networks, called conditional computation. This concept was originally motivated by the
dynamic selection of neurons of a neural network [Bengio et al., 2013; 2015]. More recently, it
has often been used to refer to as a process of dynamically selecting parts of a neural network.
A narrow view of conditional computation is to see g(-) as an adaptive neural network which
dynamically reduces or grows the number of computation units (such as neurons and layers).
As a result, computation can adapt to changing conditions, and we can seek a good accuracy-
latency trade-off by this adaptation mechanism.

A common way to achieve this is to learn how to skip some computation steps so that
we can work with a necessary sub-set of the network [Xu and Mcauley, 2023]. One of the
simplest methods, sometimes called early stopping, is to stop the computation at some point
during reading or generating a sequence. This technique is often used in practical sequence
generation applications where a low latency is required. Suppose ¥i...yn,,.. 1S the longest
sequence that the system can generate, and s;...s,_,  is the corresponding sequence of the
states of the top-most Transformer layer. Then we develop a model fsop(-) that takes one
hidden state s; at a time and produces a distribution of a binary variable ¢ € {stop,nonstop}

Pr(cls;) = fstop(Si) (6.192)

The generation process terminates if Pr(stop|s;) is sufficiently large, for example

Pr(stopls;) > Pr(nonstop|s;)+ Ostop (6.193)
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where 6g10p denotes the minimal margin for distinguishing the two actions??. This formulation
is also related to the stopping criterion problem that is frequently discussed in search algorithms
for sequence generation (see Chapter 5). fiop(-) can be designed in several different ways. For
example, in many practical applications, the stopping criterion is based on simple heuristics.
Alternatively, we can define the function fsop(-) as a neural network and train it using labeled
data.

The above approach can be easily extended to handle situations in which some of the
tokens are skipped. This learning-to-skip approach is typically used in the encoding stage in
which all input tokens are given in advance. Let h;...h,, be low-level representations of a
sequence z1...T,,. Like Eq. (6.192), we can develop a model Pr(c|s;) (c € {skip,nonskip})
to determine whether the token z; can be skipped. Figure 6.16 (a) and (b) show illustrations
of early stopping and skipping. Note that the learning-to-skip method has overlap with other
lines of research on training neural networks. For example, erasing some of the input tokens in
training is found to be useful for achieving higher generalization of Transformer models [Shen
et al., 2020; Kim and Cho, 2021]. This method is also related to the downsampling methods
which will be discussed in Section 6.4.8.

A second approach to conditional computation is to resort to sparse expert models, or
its popular instance — MOoE [Yuksel et al., 2012]. In deep learning, a model of this kind is
typically built from a number of experts which are neural networks having the same structure
but with different parameters. In this way, we can construct a big model by simply increasing
the number of experts. When running this model, during either training or prediction, we
activate only a small number of the experts by some routing algorithms (see Figure 6.16 (c)).
An MoE model is an adaptive network since each time we have a new input, the model routes
it to different experts. In Section 6.3.4, we presented the basic form of MoE, and showed how
Transformer models can be scaled up by this sparse method. For a comprehensive review of
the recent advances in MoE, we refer the interested reader to Fedus et al. [2022a]’s work.

A third approach that can be used to adapt a Transformer model to changing input is to
dynamically shrink the number of layers. Several methods have been proposed to do this in
an attempt to improve inference efficiency. The simplest of these is to exit at some hidden
layers by which we can still make accurate predictions for the sample (see Figure 6.16 (d) and
(e)). To do this, we can either determine the appropriate depth for the entire sequence (call
it a sentence-level depth-adaptive model), or use an adaptive depth for each token (call it a
token-level depth-adaptive model). Here we consider token-level depth-adaptive models but
the methods can be easily extended to sequence-level depth-adaptive models.

Suppose there are L stacked layers at position i>*. We would ideally like to find a layer
in the stack, which can be used as the last hidden layer for making predictions, and whose
depth is as low as possible. However, we cannot simply use the L-th layer of the stack as the
oracle for this problem, because we never know in advance what the last layer generates during
inference. Instead, we need to determine whether the network should stop growing at depth 4,
considering the layers generated so far.

B An equivalent form of Eq. (6.193) is Pr(stop|s;) > M%

A layer is a standard Transformer block consisting of a few sub-layers.
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Figure 6.16: Methods of conditional computation, including early stopping, token skipping,
MOoE, sentence-level depth adaptation, token-level depth adaptation, and layer skipping. While
these methods are illustrated using either the encoding or decoding process, most of them can
be applied to both Transformer encoders and decoders.
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Now suppose we have a Transformer decoder which produces a distribution over a vocabu-
lary V at each step. As usual, we denote the output of the [-th layer at step ¢ by sé. For each sé,
we create an output layer that produces a distribution pé over the vocabulary (call it an early
exit classifier), given by

p. = Softmax(s!-W') (6.194)

where W/ € R IVl is the parameter matrix. Hence we have L — 1 additional output layers,
each corresponding to a hidden layer from depth 1 to L — 1. At training time, we consider the
cross-entropy losses of {p}, . piL _1}, and train these layers together with the Transformer
model. At test time, the depth of the network grows as usual, and we use {pll, e pi} and/or
{s},...,sl} to determine whether we should exit at the I-th layer. There are several exit criteria,
for example,

* Common criteria are based on measures of the confidence of predictions. A simple
method is to compute the entropy of p!, and exit if this entropy is above a pre-defined
value.

* Alternatively, one can view the maximum probability of the entries of pé as the confi-
dence of the prediction.

* Instead of considering the output of a single layer, we can also examine the change in
the outputs or hidden states over a number of layers. For example, we can measure the
-1 -1

similarity between p; ;

i and st. If the similarity is above a given

and p! or between s
threshold, then we say that the output of the neural tends to converge and the number of

layers can stop growing.

* The above methods can be extended to examine the change in the predictions made by
the classifiers associated with the layers. For example, the model can choose to exit if
the predictions made by the classifiers remain unchanged for a number of layers.

Discussions of these criteria can be found in the related papers [Xin et al., 2020; Zhou
et al., 2020; Schuster et al., 2022]. There are a variety of ways to improve these early exit
methods. One is to explore other forms of the prediction for each layer. For example, we can
develop a model that directly predicts how many layers we need to model the input [Elbayad
et al., 2020]. Another line of research on early exit focuses on better training for these models,
for example, we can consider various loss functions for training the classifiers [Schwartz et al.,
2020; Schuster et al., 2022]. In addition, there is also interest in learning the combination
of the outputs of multiple layers so that we can make predictions by using multiple levels of
representation [Zhou et al., 2020; Liao et al., 2021].

A problem with token-level adaptive-depth models is that the representations at certain
depths may be absent in the previous steps. In this case, standard self-attention is not directly
applicable, because we may not attend to the previous tokens in the same level of representation.
For training, this can be addressed by using all the L layers of the full model. For inference,
we can either duplicate the layer from which we exit to fill up the layer stack, or modify
the self-attention model to enable it to attend to the representations of the previous tokens at
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different depths.

It is also possible to select any sub-set of the layers for constructing a shallow network.
The adaptive models therefore can be generalized to skipping models (see Figure 6.16 (f)).
As with the early exit problem, the skipping problem can be framed as a learning task, in
which a classifier is trained to decide whether a layer should be dropped. The learning-to-skip
problem has been studied in the field of computer vision [Wang et al., 2018b; Wu et al., 2018b].
However, learning a skipping model for large-scale, deep neural networks is difficult. For
practical systems, it still seems reasonable to use heuristics or cheap models to obtain a neural
network having skipped layers, which has been discussed in recent pre-trained NLP models
[Wang et al., 2022c; Del Corro et al., 2023].

Model Transfer and Pruning

Many large Transformer models have been successfully developed to address NLP problems.
A common question is: can we transform a large, well-trained model into a smaller one that
allows for more efficient inference? At a high level, this can be thought of as a transfer
learning problem in which the knowledge is transferred from one model to another. But we
will not discuss this general topic, which spans a broad range of issues and models, many
outside the scope of this chapter. Instead, we narrow our discussion to two kinds of approaches
that are widely used in learning small neural networks from large neural networks.

1. Knowledge Distillation

Knowledge distillation is a process of compressing the knowledge in a large neural network (or
an ensemble of neural networks) into a small neural network [Hinton et al., 2015]. In supervised
learning of neural networks, the objective functions are generally designed to represent some
loss of replacing the true answer with the predicted answer. Hence we can minimize this loss
so that the models are trained to output the true answer. While models are typically optimized
on the training data in this manner, what we really want is to generalize them to new data.
This is, however, difficult because we have no information about generalization in training
with the ground-truth. In knowledge distillation, instead of forcing a model to stay close to
the ground-truth output, we train this model to generalize. To do this, we directly transfer the
knowledge (i.e., the generalization ability) of a pre-trained model to the model that we want to
train.

A frequently used approach to knowledge distillation is teacher-student training. A
teacher model is typically a relatively large neural network that has already been trained and can
generalize well. A student model is a relatively small neural network, such as a neural network
with fewer layers, to which we transfer the knowledge. A simple way to distill the knowledge
from the teacher model into the student model is to use the output of the teacher model as the
“correct” answer for training the student model. Suppose we have a teacher Transformer model
that can generate a sequence of distributions {Pr(-|yo,X), ..., Pr(-|yo...yn—1,%)} for the input
x. To keep the notation simple, we denote the distribution Pr(-|y...y;—1,%) as p;. Similarly,
we denote the output of the student Transformer model for the same input as p;. As usual, we
consider a loss function Loss(p;,p;) (such as the cross-entropy function) for computing some
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distance between p; and p;. Then, we can define the loss over the entire sequence as

L(x,0) = %ZLoss(ﬁi,pi) (6.195)
=1

125

where 6 denotes the parameters of the student model=. Using this loss, we can optimize 6,

for any given set of source sequences {x1,...,Xx }, in such a way as to minimize the quality
Z;cvzl L(x, 6)

Several different extensions to this basic method have been developed to model the problem
of knowledge transfer between two models. A simple way is to use the hidden states instead
of the output probabilities as the training targets [Romero et al., 2014]. In this case, the
objective is to minimize the difference between some hidden states of the teacher model and
the corresponding states of the student model. Rather than using the outputs of various layers as
the targets for training the student model, another technique is to model the relations between
samples and train the student model by minimizing some differences between the relation
encodings of the teacher and student models [Park et al., 2019; Peng et al., 2019]. For example,
we can develop a relation encoding model based on the Transformer architecture. The goal is
then to optimize the student model so that its corresponding relation encoding of a group of
samples is as close as possible to that of the teacher model.

For sequence generation problems, a special case of knowledge distillation, which can be
viewed as a means of data augmentation, is often used for developing lightweight models
[Kim and Rush, 2016]. For example, consider the problem of transferring the translation ability
of a well-developed machine translation model (i.e., the teacher model) to a new model (i.e.,
the student model). Given a set of source-side sentences {x1,...,Xx }, we can use the teacher
model to translate each xj, to a target-side sentence y. Then, by treating x; and y, as paired
sentences, we obtain a bilingual dataset consisting of {(x1,y1),..., (Xx,¥x)}. We can use
this bilingual dataset as the labeled dataset to train the student model as usual. One advantage
of this data argumentation method is that it is architecture free, and we do not even need to
understand the internal architectures of the teacher and student models. Hence we can apply
this method if we have a black-box teacher model. More detailed discussions of knowledge
distillation can be found in Gou et al. [2021] and Wang and Yoon [2021]’s surveys.

2. Structured Pruning

Pruning is among the most popular of the model compression methods and has been applied
to a broad range of systems. One common approach to pruning is unstructured pruning,
by which we activate only some of the connections between neurons. However, as with
most sparse models, models pruned in this way typically require special implementations and
hardware support, which in turn reduces their efficiency in some applications. A simple but
more aggressive way to do pruning is to use structured pruning. In deep learning, structured
pruning is a technique that removes a group of neurons or connections together. For example,
we can remove an entire layer of neuron from a neural network to obtain a shallower model.

2 We omit the parameters of the teacher model because they are fixed throughout the training process.
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As multi-layer, multi-head neural networks, Transformers are naturally suited to structured
pruning, and we can prune a Transformer network in several different ways. For example, we
can prune some of the heads in multi-head attention [Voita et al., 2019; Michel et al., 2019], or
some of the layers in the layer stack [Hou et al., 2020; Kim and Awadalla, 2020].

Formally, we can represent a neural network as a set of parameter groups {61,...,0gr},
each corresponding to a component or sub-model of the model. Our goal is to find a sub-set
of {01,...,0r} by which we can build a model that yields good performance, while having a
lower model complexity. However, a simple search of such a model is infeasible because there
are a combinatorially large number of possible model candidates and evaluating all of these
models is computationally expensive.

One approach to structured pruning is to randomly prune components of a model. One
can run the random pruning process a number of times to generate a pool of model candidates
and select the best one from the pool. Another approach is to use heuristics to decide which
components are not important and can be removed. Common measures of the importance of a
parameter group 6, include various qualities based on norms of the weights or gradients of 6,
[Santacroce et al., 2023]. We can prune 6, if the values of these measures are below (or above)
given thresholds. A third approach is to frame the pruning problem as an optimization task by
introducing trainable gates indicating the presence of different components [McCarley et al.,
2019; Wang et al., 2020c; Lagunas et al., 2021]. The pruned model can be induced by using
the trained gates. Note that, in many cases, pruning is not a post-processing step for a given
trained model, but part of the training.

Sequence Compression

In sequence modeling and generation problems, the time and space complexities are strongly
influenced by the length of the input or output sequence, and we prefer the sequence to be short.
This is particularly important for Transformer models, as their time and space complexities are
quadratic with the sequence length, and the memory footprint and latency can be heavy burdens
if the sequence is very long. In the previous subsections, we have discussed modifications
to the Transformer architecture for dealing with long sequences. Here we instead consider
methods for compressing the sequences into ones with acceptable lengths.

One simple approach is to map the input sequence to a fixed-size representation. For
example, using the recurrent models discussed in Section 6.4.2, we can encode a sequence
of vectors into a single vector. This method can be easily extended to generate a “larger’
representation so that this representation can retain more information of the original input.

B

For example, we can select a fixed number of the hidden states over the sequence to form a
new sequence of fixed-length. Another way to represent a variable-length sequence as a fixed-
length sequence is to attend the input vectors to some hidden states, usually a fixed number of
learnable hidden representations. In Jaegle et al. [2021]’s work, this is done by introducing r
hidden representations {uy, ..., u, }, and then attending the input vectors {X1,...,X;, } to these
hidden representations. The attention model can be a standard QKV attention model in which
we view {uy,...,u, } as queries and {x1,...,X,, } as keys and values. The output of this model
is a sequence of 7 vectors, which can be used as fixed-length input to downstream systems.



6.4.9

78 Chapter 6. Transformers

A second approach is to use downsampling to compress the sequence into a shorter one.
A typical method of downsampling is strided convolution, which has been widely used in
computer vision and speech processing. For example, suppose there is a sequence of m vectors
€ R?. We can develop a filter with a width of 2 and a stride of 2. By taking the sequence as
input, the filter produces a sequence of % new vectors € R, and so we have a reduction rate
of 2. Also, we can stack multiple convolutional layers or pooling layers to achieve a desired
level of length reduction, called progressive downsampling. However, it seems inevitable
that downsampling will lead to information loss [Han et al., 2020; Burchi and Vielzeuf, 2021].
We need to consider a trade-off between the compressed sequence length and the performance
of downstream systems [Xu et al., 2023b].

In NLP, the problem of sequence compression is also closely related to the problem of
tokenizing input strings. Therefore, tokenization is a practical approach that can be taken to
address the length issue. Segmenting a string into small tokens (such as characters) generally
reduces the sparsity of the data, which makes it easier to learn the embeddings of these
tokens, but such approaches often lead to a long sequence. By contrast, we will have a shorter
sequence if we segment the input string into larger units, but this will suffer from sparse data.
In deterministic tokenization methods, which produce tokenization results using statistics
collected from the entire dataset, the sequence length can be somehow controlled by adjusting
some hyper-parameter, for example, in byte pair encoding [Sennrich et al., 2016], increasing
the size of the vocabulary generally reduces the number of the resulting tokens. Another way
to obtain an appropriate sequence of tokens is to use a model for choosing among tokenization
candidates [Kudo, 2018; Provilkov et al., 2020]. As with many probabilistic models for text
generation, in this case, we can add priors to the criterion for tokenization selection so that we
can express a preference for shorter sequences over longer sequences.

A fourth approach to sequence compression is to drop some of the tokens in the sequence.
For example, in many practical applications, we chop the sequence when its length exceeds a
threshold. We can relate this to the early stopping and skipping approaches in conditional com-
putation. Thus the methods discussed in Section 6.4.6 are directly applied. The token dropping
methods can also be viewed as pruning methods, called token pruning. By discarding tokens
that are less important for representing the entire sequence, token pruning can significantly
reduce the sequence length while maintaining the performance of NLP systems on downstream
tasks [Kim et al., 2023].

High Performance Computing Methods

So far in this section, we have discussed efficient Transformer models from the perspectives
of deep learning and NLP. However, we have not considered their efficiency on hardware.
As modern hardware provides a variety of modes for running a program, the practical time
and memory footprint savings generally depend on the specifications of hardware systems.
One line of research on efficient use of computing resources explores methods of parallel
computing. There have been many attempts to develop large-scale Transformer models by
using a cluster of machines. Typically, scaling Transformers to models with billions or even
tens of billions of parameters requires a careful design of parallelism strategies for sharding
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the big networks. More efficient implementations of such systems also need considerations of
networking and communication in the cluster, as well as the utilization of sparse models that
activate only a small sub-set of the parameters for each sample, enabling the use of very large
models. Most of these methods have been studied in an extensive literature on how to scale
up the training of deep neural networks like Transformers efficiently [Lepikhin et al., 2021;
Barham et al., 2022; Fedus et al., 2022b]. The results of these studies were foundational to
many follow-on works on investigating the scaling laws for large language models [Brown
et al., 2020; Chowdhery et al., 2022]. Since large-scale distributed models are generic and not
specialized to the case of Transformers, we skip the discussion of them here. The interested
readers can refer to the above papers for more detailed discussions.

In this subsection, we consider hardware-aware methods to seek greater computational
efficiency for Transformer models. We first consider a simple but widely used method that aims
to store and execute neural networks using lower or mixed-precision number representations
[Gholami et al., 2022]. Conventional neural networks are typically based on single-precision
and/or double-precision floating-point representations of data. While single-precision floating-
point data types provide a sufficiently precise way to represent parameters and intermediate
states in most cases, in some applications, they are not essential. As an alternative, one can use
half-precision (or even lower-precision) formats in storing floating-point numbers for neural
networks. The size of the resulting model is thus half the size of the original model. One
advantage of using half-precision floating-point representations is that, although processing
such data types requires new APIs of linear algebra operations and hardware support, it does
not change the model architecture, and so we need only a slight modification to the systems.
For example, half-precision floating-point representations can be applied to either training or
inference of Transformers, or both.

Recently, the deployment of large Transformer models has been further improved by
quantizing these models. In signal processing, quantization is a process of mapping continuous
values (i.e., floating-point representations) to a set of discrete values (i.e., fix-point represen-
tations) . This process is in general implemented using a system called quantizer. In the
context of neural networks, a quantizer involves two functions — the quantization function
and the de-quantization function. The quantization function maps a floating point number to a
(lower-bit) integer. A simple quantization function is given by

Qx) = [-] (6.196)

where |-] is a rounding function®, z is the real-valued input, and s is the quantization step
size that controls the level of quantization. The quantization function is coupled with a
de-quantization function

D(r) = s-r (6.197)

With this notation, the quantizer can be expressed as D(Q(z)) = s-|%]. The difference

26| a] returns the integer closest to a.
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between D(Q(x)) and x is called quantization error. A smaller value of s typically reduces the

quantization error. In practice, however, we wish to choose an appropriate value of s in order to

max{D(r)}
2p—1

where p is the number of bits used to represent an integer and max{D(r)} is the maximum

spread possible values of QQ(r) evenly across values of an integer, for example, s =

value for D(r). The above equations show one of the simplest cases of quantization. More
general discussions of quantization can be found in books on digital signal processing and
related surveys [Oppenheim and Schafer, 1975; Rabiner and Gold, 1975; Gray, 1998].

Applying quantization to Transformers is relatively straightforward. The idea is that
we quantize the inputs and model parameters using Q(x), and feed them to a quantized
Transformer model in which all the layers operate on integer-valued tensors. In other words,
we implement the model using integer-only arithmetic. However, the price to be paid for
this compressed model, as with many approximation approaches to deep learning, is that its
prediction is not as accurate as that of the standard Transformer model. Using integer operations
to approximate continuous-valued operations generally leads to approximation errors. These
errors will be accumulated if the quantized neural network is deep. Furthermore, Transformer
models involve components (such as self-attention sub-layers) that require relatively complex
linear algebra operations. Simply applying quantization to these sub-models will lead to
high accuracy loss. One solution is to simplify the model architecture and develop new sub-
models that is more feasible for quantization. Alternatively, a more common paradigm in
quantized neural networks is to add de-quantization functions to the neural networks so that
the output of a layer is floating-point tensors and can be used as usual in the following steps.
Consider a simple example where we multiply a real-valued input matrix a with a real-valued
parameter matrix A. We first quantize a and A, and multiply them using integer-based matrix
multiplication. The result is then de-quantized to a real-valued matrix. In this way, we obtain
an approximation D(Q(a)-Q(A)) to a- A in a very cheap way.

However, sandwiching each layer between (Q(-) and D(-) will lead to additional cost of
running Q(-) and D(-). In some practical applications, the computational overhead introduced
by Q(-) and D(-) is even bigger than the time saving of performing integer-based operations.
In general, the benefit of quantizing neural networks would be larger than its cost if the neural
networks are large. Therefore, in practice it is common to perform quantized computation
only for operations whose computational costs are high. For example, in recent large language
models, quantization is primarily applied to the multiplication of large matrices, yielding
significant time and memory savings.

While the quantization approaches can be used in both training and inference, a widely-
used approach is to get Transformer models quantized after training (call it post-training
quantization). In this approach, quantization is performed on well-trained floating-point-based
neural networks and there will be fewer quantization-related errors. However, these errors
cannot be compensated for because they exist after training. A more promising idea is to
involve quantization in training so that the model can learn to compensate for quantization-
related errors [Jacob et al., 2018; Nagel et al., 2021]. There have been several attempts to apply
quantization-aware training to Transformers [Bondarenko et al., 2021; Stock et al., 2021; Yang
et al., 2023b]. In addition to computational efficiency, another important consideration for
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high-performance systems is the restrictions of the memory hierarchy. In general, better system
design requires considering the speeds and sizes of different levels of memory. The problem is
even more complicated when we train large Transformer models on modern hardware where
both GPUs and CPUs are used. A general principle of system design is that memory transfer
between different memory levels should be minimized. While we would ideally like to have a
large high-level memory on which we can store all the data that we need to process, in many
practical situations the size of the fast, on-chip memory is orders of magnitude smaller than
the size of data. In this case, we can re-order the memory access in the algorithms so that the
data used in nearby computation steps can be loaded into the high-speed memory at one time.
This idea motivates the development of many fast linear algebra libraries. For example, there
are matrix multiplication algorithms that are highly optimized for different shapes of input
matrices.

It is relatively straightforward to use these optimized linear algebra algorithms to build
a Transformer system. But the modules of this system are not optimized as a whole for
efficiency improvement. For example, a self-attention sub-layer involves a series of operations
of scaling, normalization, and matrix multiplication. Although each of these operations has
been implemented in several supported and efficient libraries of linear algebra, successive calls
to them still require multiple times of memory transfer when we switch from one operation
to another. In practice, a better approach would be that we keep some of the intermediate
states in the on-chip memory, and reuse them in the following computation steps instead of
fetching them again from the slow memory. For example, on modern GPUs, a simple way to
achieve this is to merge multiple operations into a single operation, known as kernel fusion.
For Transformer models, a general idea is to design data partitioning and layout strategies by
which we maximize the computation on each data block loaded into the high-performance
memory, while at the same time minimizing the memory transfer. There have been several
attempts to use these strategies to improve the attention models in Transformers [Ivanov et al.,
2021; Pope et al., 2023]. Some of these methods, such as flash attention and paged attention,
have been successfully incorporated into recent large language models [Dao et al., 2022; Kwon
et al., 2023].

Applications

Transformers have a wide range of applications, covering numerous NLP problems. While the
Transformer model introduced by Vaswani et al. [2017] is based on a standard encoder-decoder
architecture, it is mainly used in three different ways.

* Decoder-only Models. By removing the cross-attention sub-layers from a Transformer
decoder, the decoder becomes a standard language model. Hence this decoder-only
model can be applied to text generation problems. For example, given a sequence of
left-context tokens, we use the model to predict the next and following tokens.

* Encoder-only Models. Transformer encoders can be treated as sequence models that
take a sequence of tokens at once and produce a sequence of representations, each of
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which corresponds to an input token. These representations can be seen as some sort
of encoding of the input sequence, and are often taken as input to a prediction model.
This encoder+predictor architecture forms the basis of many NLP systems, for example,
systems of sentence classification, sequence labeling, and so on. Pre-trained Transformer
encoders can also be used to map texts into the same vector space so that we can compute
the distance or similarity between any two texts.

* Encoder-Decoder Models. Encoder-decoder models are typically used to model
sequence-to-sequence problems. Applications include many tasks in NLP and related
fields, such as machine translation and image captioning.

Note that while most Transformer-based systems can fall into the above three categories,
the same NLP problem can generally be addressed using different types of models. For
example, recent decoder-only models have demonstrated good performance on a broad range
of problems by framing them as text generation tasks, though some of these problems were
often addressed by using encoder-decoder or encoder-only models. To illustrate how the above
models are applied, this section considers a few applications where Transformers as chosen as
the backbone models.

Language Modeling

Language modeling is an NLP task in which we predict the next token given its preceding
tokens. This is generally formulated as a problem of estimating the distribution of tokens at
position ¢ + 1 given tokens at positions 0 ~ ¢ (denoted by Pr(-|xo,...,z;) where {xq,...,z;}
denote the tokens up to position ¢). The best predicted token is the one which maximizes the
probability, given by

i1 = argmaxPr(x;y1|xo,...,x;) (6.198)
zip1€V

where V' is the vocabulary. The prediction can be extended to the tokens following %1

Tpr1 = argmaxPr(zpi|zo,....Ti Tit1, . Tk) (6.199)
Ik+1€v

This model forms the basis of many systems for text generation: given the context tokens
x1...x;, we generate the remaining tokens Z;41...2;+1 to make the sequence complete and
coherent.

As discussed in Section 6.1.1, Transformer decoders are essentially language models. The
only difference between the problem of decoding in an encoder-decoder Transformer and the
problem of language modeling is that the Transformer decoder makes predictions conditioned
on the “context” tokens on both the encoder and decoder sides, rather than being conditioned
on preceding tokens solely on one side. To modify the Transformer decoder to implement a
standard language model, the cross-attention sub-layers are simply removed and a Transformer



6.5.2

6.5 Applications 83

decoding block can be expressed as

S' = Layerg,(S.y) (6.200)
Slar = Layer,;(S"™) (6.201)

Here S' denotes the output of the block at depth I. Layer(-) denotes the self-attention
sub-layer, and Layerg, (-) denotes the FEN sub-layer. We see that this decoding block has the
same form as an encoding block. The difference between the decoding and encoding blocks
arises from the masking strategies adopted in training, because the former masks the attention
from a position ¢ to any right-context position k > ¢ whereas the latter has no such restriction.
A Softmax layer is stacked on the top of the last block, and is used to produce the distribution
over the vocabulary at each position. For inference, the Transformer decoder works in an
auto-regressive manner, as described in Eq. (6.199).

The training of this model is standard. We learn the model by repeatedly updating the
parameters, based on the gradients of the loss on the training samples. This paradigm can
be extended to the training of large Transformer-based language models, which have been
widely applied in generative Al. However, training Transformer models at scale, including
decoder-only, encoder-only, and encoder-decoder models, may lead to new difficulties, such
as training instabilities. We will discuss these issues further in the following chapters, where
large-scale pre-training is the primary focus.

Text Encoding

For many NLP problems, a widely used paradigm is to first represent an input sequence in
some form, and then make predictions for downstream tasks based on this representation. As a
result, we separate sequence modeling or sequence representation from NLP tasks. One of the
advantages of this paradigm is that we can train a sequence model that is not specialized to
particular tasks, thereby generalizing well.

Clearly, Transformer encoders are a type of sequence model, and can be used as text
encoders. Consider a Transformer encoder with L encoding blocks. The output of the last
encoding block can be seen as the encoding result. Here add a special token x to any sequence,
indicating the beginning of a sequence (written as (SOS) or [CLS]). If there is a sequence of
m+ 1 input tokens xgx1...7.,, the output of the encoder will be a sequence of m + 1 vectors
hg hf ...hL Since x is not a real token and has a fixed positional embedding, it serves as a tag
for collecting information from other positions using the self-attention mechanism. Hence hg
is a representation of the entire sequence, with no biases for any specific tokens or positions. In
many cases, we need a single representation of a sequence and take it as input to downstream
components of the system, for example, we can construct a sentence classification system
based on a single vector generated from {h%,...,hZ}. In this case, we can simply use h¥
as the representation of the sequence. A more general approach is to add a pooling layer
to the encoder. This allows us to explore various pooling methods to generate the sequence
embedding from {hf,....hL }.

In text encoding, token sequences are represented by real-valued vectors, often referred to
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as sentence representations or sentence embeddings, which can be seen as points in a multi-
dimensional space [Hill et al., 2016]. Another way to make use of text encoding, therefore, is
to obtain semantic or syntactic similarities of token sequences based on their relative positions
or proximity in this space. A straightforward method for this is to compute the Euclidean
distances between sequence embeddings. The shorter the distance between two sequences, the
more similar they are considered to be. There are many distance metrics we can choose, and it
is possible to combine them to obtain a better measure of sequence similarity. Such similarity
computations are applied in areas such as text entailment, information retrieval, translation
evaluation, among others [Cer et al., 2018; Reimers and Gurevych, 2019]. Additionally, they
are often used to assess the quality of text encoding models.

Text encoding is also a crucial component of sequence-to-sequence models. Given this, we
can develop a separate Transformer encoder for source-side sequence modeling in an encoder-
decoder system (see Figure 6.17). For example, we can pre-train a Transformer encoder on
large-scale source-side texts, and use it as the encoder in a downstream encoder-decoder model.
It is worth noting that while the encoder is designed based on the Transformer architecture,
the decoder is not confined to just Transformers. Such flexibility enables us to incorporate
pre-trained Transformer encoders into hybrid sequence-to-sequence architectures, such as
systems that combine a Transformer encoder with an LSTM decoder.

In supervised learning scenarios, training a Transformer encoder is straightforward. We
can treat it as a regular component of the target model and train this model on task-specific
labeled data. However, such a method requires the encoder to be optimized on each task, and
the resulting encoder might not always generalize well to other tasks, especially given that
labeled data is scarce in most cases. A more prevalent approach is to frame the training of
text encoders as an independent task in which supervision signals are derived solely from raw
text. This led researchers to develop self-supervised Transformer encoders, such as BERT,
which make use of large-scale unlabeled text, and these encoders were found to generalize
well across many downstream tasks. Further discussions of pre-trained Transformer encoders
can be found in Chapter 7.

Speech Translation

As illustrated in Section 6.1, the standard encoder-decoder Transformer model was proposed
to model sequence-to-sequence problems. Here we consider the problem of translating speech
in one language to text in another language — a problem that is conventionally addressed
using both automatic speech recognition (ASR) and machine translation techniques. Instead
of cascading an automatic speech recognition system and a machine translation system, we
can use Transformer models to build an end-to-end speech-to-text (S2T) translation system to
directly translate the input speech to the output text.

To simplify the discussion, we assume that the input of an S2T translation system is a
sequence of source-side acoustic feature vectors, denoted by a;...a,,, and the output of the
system is a sequence of target-side tokens, denoted by y...,,.>” Mapping ai...a,, to ¥1...Yn
is a sequence-to-sequence problem. Thus it is straightforward to model the problem using an

2"In order to obtain the input sequence to the system, we need to discretize continuous speech into signals
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Figure 6.17: Integrating Transformer encoders as components of different systems. A common
approach is to feed the output of the encoder (with pooling) into a classifier to obtain a sequence
classification system. Another way to utilize Transformer encoders is to compute the similarity
between two sequences. We use the same encoder to represent the two sequences, and then
construct a neural network on top of the two representations for producing a similarity score
between them. As usual, Transformer encoders can also be used in encoder-decoder systems
to model sequence-to-sequence problems.

encoder-decoder Transformer model, and the training and inference of this model are standard,
like in neural machine translation.

In S2T translation, however, we have to deal with sequence mappings between modalities
and between languages simultaneously. This poses new challenges compared with conventional
machine translation problems and influences the design of S2T translation models. There have
been several improvements to Transformer models for adapting them better to S2T translation
tasks. Some of the improvements concern the design of Transformer blocks [Di Gangi et al.,
2019]. For example, in Gulati et al. [2020]’s system, a CNN sub-layer and relative positional
embeddings are integrated into each Transformer block, enabling the model to efficiently

represented by feature vectors. This process is typically nontrivial, requiring either a feature extractor based on a
variety of signal processing operations or a neural network that learns feature mappings in an end-to-end manner.
But we will not dive into the details of these methods and simply treat the input feature extractor as an upstream
system.
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capture both local and global features.

Another line of research on S2T translation focuses on improving the encoder-decoder
architecture. This involves modifications to either encoders or decoders, or both. To illustrate,
Figure 6.18 shows the architectures of three S2T translation models. All of them are based on
Transformers, but have different encoder architectures. As shown in the figure, the standard
encoder-decoder architecture has one Transformer encoder for reading the source-side input
aj...a,, and one Transformer decoder for producing the target-side output y;...y,. By contrast,
the decoupled encoder model separates the encoder into two stacked encoders — one for
acoustic modeling (call it the speech encoder), and one for textual modeling (call it the text
encoder) [Liu et al., 2020c; Xu et al., 2021a]. This design reflects a modeling hierarchy in
which representations in different levels of the network are concerned with different aspects of
the problem, for example, the speech encoder models low-level features in mapping acoustic
embeddings into larger language units, and the text encoder models the semantic or syntactic
features in representing the entire input sequence. An advantage of separating out the text
encoder is that the encoding process follows our prior knowledge that we need to first transcribe
the speech input and then translate the transcript into the target language. Therefore, we can
train the speech encoder in some way we train an ASR system. This enables us to pre-train
the speech encoder and the text encoder on unlabeled data, and incorporate the pre-trained
encoders into S2T translation systems.

An alternative encoding architecture is the two-stream architecture, as shown in Figure
6.18 (c). Like the decoupled encoder architecture, this architecture has a speech encoder and a
text encoder, but the two encoders work in parallel rather than in sequence [Ye et al., 2021].
The speech encoder takes acoustic features as input and the text encoder takes tokens (or their
embeddings) as input. A third encoder, called shared encoder, integrates the outputs from
both the speech and text encoders, merging the representations from the two modalities. This
two-stream architecture is flexible because it provides multiple ways to train S2T translation
models. A common approach is to train each branch individually. For example, if we mask the
speech encoder, then the model will transform into a machine translation model which can be
trained using bilingual texts. Conversely, if we mask the text encoder, then we can train the
model as a standard S2T translation model. For inference, the text encoder can be dropped,
and the speech input is modeled using the speech encoder and the shared encoder.

In deep learning, training is often related to architecture design. Here, we have data in
two modalities and two languages, and so we can develop multiple supervision signals for
multi-task learning of S2T translation models. A widely used method is to introduce ASR-
related loss into the training of speech encoders. For example, in the decoupled encoder model,
a classifier can be constructed based on the output from the speech encoder. By minimizing
the connectionist temporal classification (CTC) loss for this classifier, the speech encoder
can be optimized in a manner similar to ASR. In general, training S2T translation models is
challenging because speech-to-text aligned data is scarce. Among typical responses to this
challenge are data augmentation, pre-training, knowledge distillation with machine translation,
and so on. However, an in-depth discussion of these methods goes beyond the scope of this
discussion on Transformers. The interested reader can refer to a recent survey on speech
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Figure 6.18: Architectures of speech-to-text translation models based on Transformers. In
addition to the standard encoder-decoder architecture, we can explicitly model the acoustic and
textual (semantic) information using two separate encoders, called the speech encoder and the
text encoder. In the decoupled encoder architecture, the two encoders are stacked, that is, text
encoding is a subsequent process after speech encoding. In the two-stream encoder architecture,
the two encoders work in parallel, and their outputs are merged using an additional encoder,
called the shared encoder. The dotted line indicates the potential for interaction between the
two encoders. For example, we could define a loss function to minimize the difference between
their outputs, thereby guiding the model towards more aligned representations.

translation for more information [Xu et al., 2023a].

Vision Models

While Transformers were first used in NLP, their application to other domains has been
a prominent research topic. In computer vision, for instance, there is a notable trend of
shifting from CNNs to Transformers as the backbone models. In this subsection, we consider
Vision Transformer (ViT) - an interesting application of Transformers to image classification
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Figure 6.19: Illustration of Vision Transformer for image classification[Dosovitskiy et al.,
2021]. There are three steps. In the first step, the input image is segmented into patches, which
are then flattened and mapped into embeddings. In the second step, a Transformer encoder
is employed to process the sequence of embeddings, representing the image as a real-valued
vector (e.g., the output of the encoder at the first position). In the last step, a classifier is built
on top of this image representation.

[Dosovitskiy et al., 2021]. Vision Transformer is a milestone model which opens the door
to purely Transformer-based vision models. Here we consider the basic structure of Vision
transformer to make this section concentrated and coherent, although there has been an
extensive literature on Vision transformer and its variants. More detailed discussions of vision
transformer can be found in recent surveys [Han et al., 2022; Liu et al., 2023b].

The core idea behind Vision Transformer is to transform an image into a sequence of visual
tokens, and input this sequence into a Transformer encoder to generate a representation of
the image. The Transformer encoder is standard, and so we will not discuss it here, given the
introduction to Transformers we have presented so far in this chapter. Mapping a 2D image
into a sequence of tokens needs some additional work. Suppose we have an image represented
as an H x W x C feature map, where H is the height of the image, W is the width of the
image, and C' is the number of channels. The first step is to segment this image into a number
of patches. Suppose all patches are squares of side length P. Then the resulting patches can

be represented by feature maps of shape P x P x C. By ordering these patches in some way,
Y
Given this patch sequence, the subsequent steps are straightforward. For the patch at each

we obtain a sequence of

patches, with each patch being treated as a “token”.

position, we obtain a d-dimensional embedding by a linear transformation of the input feature
map. The input of the Transformer encoder is a sequence of d-dimensional vectors, each of
which is the sum of the corresponding patch and positional embeddings. Figure 6.19 illustrates
the patching and embedding steps in Vision Transformer.

Once we have a sequence of vectors for representing the image, we can employ the
Transformer encoder to encode the sequence. The encoding process is exactly the same as that
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in text encoding as discussed in Section 6.5.2. For classification problems, we need only a
single representation of the input. It is convenient to take the output of the encoder at position 0
(denoted by hOL ) and feed it into a classifier. Given that the first token [CLS] serves as a special
token that would be attended to by all other tokens, hOL provides an unbiased representation of
the entire sequence.

Typically, a standard way to train Vision Transformer is to minimize some loss on labeled
data, such as ImageNet. More recently, inspired by self-supervised learning in BERT-like
models, there have been successful attempts to train Transformer-based image encoders on
large-scale unlabeled data [Caron et al., 2021; Bao et al., 2021; He et al., 2022]. Note that one
of the most significant contributions of Vision Transformer is that it unifies the representation
models for different modalities. This suggests that if an object, whether an image or text, is
represented as a sequence of embeddings, it can be easily modeled using the Transformer
architecture.

Multimodal Models

The above discussion of Vision Transformer offers the possibility of unifying the representa-
tions from multiple modalities using the same Transformer architecture. In fact, many recent
multimodal systems draw inspiration largely from Transformers [Xu et al., 2023c]. Such
systems convert objects from different modalities into vector sequences and feed these vectors
into a single Transformer model. The output is a fused representation of all inputs, which can
then be used in downstream systems.

As a simple example, consider the task of encoding a pair consisting of text and its corre-
sponding image. First, we represent both the text and the image as sequences of embeddings
that have the same dimensionality. This is a common step in sequence modeling, which we
have confronted many times so far. We can do this by using either a simple embedding model
(e.g., a word or patch embedding model) or a well-trained sequence model (e.g., a vision
model). Then, these two sequences are concatenated into a long sequence involving both
textual and visual embeddings. The follow-on step is standard: a Transformer encoder takes
the concatenated sequence of embeddings as input and produces representations of the text and
image as output. Note that concatenating textual and visual sequences is one of the simplest
methods for vision-text modeling. There are several alternative ways to merge information
from different modalities, for example, we can feed visual representations into the attention
layers of a text encoder or decoder [Li et al., 2022d; Alayrac et al., 2022].

The above multimodal encoder can be used in both encoder-only and encoder-decoder
systems. For encoder-only systems, consider an example where, given an image and a
description of it, we predict the class of the image using a classifier built on top of the
encoder [Kim et al., 2021]. For encoder-decoder systems, we pair the encoder with a decoder,
as in sequence-to-sequence modeling [Cho et al., 2021]. For example, we might employ a
Transformer decoder to generate text based on the output of the encoder. A common application
of this architecture is visual question answering (VQA), where an image and a question about
the image are provided, and the system is tasked with generating an answer [Antol et al., 2015].
The architectures of these models are illustrated in Figure 6.20 (a-b).
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More recently, NLP has seen new advances by using large language models to deal with
both textual and other forms of data, such as images, videos, and audio, leading to new
breakthroughs in multimodal processing [Liu et al., 2023a; Yin et al., 2023]. By representing
all inputs as a sequence of token embeddings, the problem will be simple: we predict the next
token given its context. This can be done by using decoder-only systems, as shown in Figure
6.20 (¢).

Summary

Transformer models have achieved widespread use over the past few years since the concept of
Transformer was proposed by Vaswani et al. [2017]. This has accelerated the development of
these models, leading to a great variety of new algorithms, systems and concepts. A thorough
discussion of Transformers requires a broad scope, and so it is impossible to cover every
problem and to provide a complete list of the corresponding references. While this chapter has
presented a detailed introduction to Transformers, there are still topics that we did not mention,
such as the theoretical aspects of these models. Figure 6.21 shows an overview of Transformer
models, where we attempt to give a big picture. Note that these models and related techniques
can be classified in many different ways, and we just show one of them. To summarize, we
would like to highlight the following points.

* Foundations of Transformers. Although the impact of Transformers has been revo-
lutionary, they are not completely "new" models. From a deep learning perspective,
Transformers are composed of common building blocks, including word and positional
embeddings [Bengio et al., 2003; Mikolov et al., 2013; Gehring et al., 2017], attention
mechanisms [Bahdanau et al., 2014; Luong et al., 2015], residual connections [He et al.,
2016], layer-normalization [Ba et al., 2016], and so on. Many of these components were
presented in earlier systems, for example, similar ideas with QKV attention can be found
in memory networks [Sukhbaatar et al., 2015] and hierarchical attention networks [ Yang
et al., 2016]. Transformers offer a novel approach to integrating these components,
resulting in a unique architecture. For example, in Transformers, the combination of
multi-head attention and dot-product QKV attention, along with the incorporation of
layer-normalization and residual connections, gives rise to a distinctive neural network
block, specifically a self-attention sub-layer. This design has since become a de facto
standard in many follow-on sequence modeling systems.

» Attention Models. The success of Transformers on NLP tasks has largely been attributed
to the use of multi-head self-attention for sequence modeling. This has led to a surge
of interest in enhancing the attention mechanisms within Transformers. While it is
impossible to detail every attention model, there are several notable research directions.
One prominent direction involves modifying the forms of QKV attention and multi-
head attention for improved performance. The scope of this direction is vast, as there
are numerous aspects to consider when enhancing Transformers [Lin et al., 2022a].
For example, one may add new components to self-attention sub-layers to adapt them
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to specific tasks, resulting in various Transformer variants. A second direction is to
incorporate prior knowledge into the design of attention models. This makes sense,
because much of the emphasis in traditional NLP has been on using linguistic insights to
guide system design, and we generally want NLP systems to be linguistically explainable.
For example, many Transformer-based systems take syntactic parses as input in various
forms and make use of syntax in sequence modeling. A third direction is to develop
efficient attention models [Tay et al., 2020b]. Self-attention has long been criticized for
its quadratic time complexity and dependency on all previous tokens for each new token.
In response, many researchers have focused on simplifying the structure of self-attention,
or on approximating it using sparse or recurrent models. This concern for efficiency also
motivates the development of alternatives to self-attention, such as attention models with
linear time complexity. In addition to exploring stronger and more efficient attention
models, it is natural to examine what knowledge is learned by such models. Interestingly,
researchers have found that the underlying structure of languages can be learned by
multi-head self-attention models, although these models are not trained to represent such
knowledge [Manning et al., 2020].

* Word and Positional Embeddings. Transformers represent each input word as a word
embedding, along with its positional embedding. Learning these word embeddings
is not a specific problem for Transformers. We can either resort to well-trained word
embeddings, such as the Word2Vec or GloVe embeddings, or treat them as learnable
parameters of Transformers. A related issue is tokenization of the input sequences.
In general, tokenization impacts the number of resulting tokens and the difficulty of
learning the corresponding embeddings. In many applications, therefore, one needs
to carefully choose a tokenization method. Furthermore, positional embedding plays
an important role in Transformers, as the attention mechanisms are order-insensitive
by design [Dufter et al., 2022]. Although positional embedding is a general problem,
much of the research is focused on improving Transformers, leading to modifications
to Transformer models [Shaw et al., 2018; Huang et al., 2018]. Additionally, studies
show that, when we deal with sequences that are much longer than those in training
data, extrapolation can be achieved by replacing sinusoidal positional embeddings with
rotary positional embeddings or simply scaling attention weights with a positional scalar
[Raffel et al., 2020; Su et al., 2021; Press et al., 2021].

* Training and Model Scaling. In the era of deep learning, powerful systems are
typically obtained by using large neural networks. A simple approach to increasing
the model capacity of Transformers is to stack more layers and/or enlarge the size
of each representation. We can see many cases where deep and wide Transformer
models consistently outperform small models. However, challenges arise when we
attempt to train extremely large Transformer models, especially when gradient descent is
applied over vast amounts of data, demanding substantial computational resources. An
engineering solution is to distribute the training across a cluster of computers [Lepikhin
et al., 2021; Chowdhery et al., 2022]. While distributed training is a very general
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method and is not restricted to Transformers, it indeed influences the design of model
architectures, for example, sparse expert models can ease the training with distributed
parameters, serving as the foundation for many expansive Transformer-based systems.
Scaling up the training of Transformers allows us to study the scaling law of large neural
networks: how model performance relates to model size, training data size, and training
cost [Hestness et al., 2017; Kaplan et al., 2020]. This is sometimes accompanied by an
interesting behavior, known as emergence [Wei et al., 2022]. In recent NLP research,
the acquisition of emergent abilities has been considered one of the prerequisites for
developing strong language models.

Efficient Models. There are different goals for efficiency. For example, one may wish a
system to be memory efficient when the problem is memory bound, or one may wish it
to be speed efficient when latency is an important consideration. In general, we need to
seek a balance between these goals, resulting in different efficiency optimizations. In
the context of Transformers, many of these optimizations are achieved by modifying
the attention models, as mentioned above. For example, several variants of the self-
attention models are proposed to reduce the memory footprint when processing long
sequences [Tay et al., 2020b]. Similarly, other variants aim to reduce computation and
thus give lower latency. Furthermore, being a type of neural network, Transformers can
be optimized in ways independent of model architectures. Typical methods include but
are not limited to conditional computation, knowledge distillation, structured pruning,
and sequence compression. Efficiency optimizations can also be considered from the
perspective of computer architecture [Kim et al., 2023]. For example, when applying
Transformers to sequence-to-sequence problems, the encoding and decoding processes
are generally compute-intensive and IO-intensive, respectively. Therefore, we can
employ different optimization methods for different components of Transformers.

Inference. The inference problem is commonly discussed in sequence generation. In
NLP, we often need to find the “best” hypothesis in a space involving sequences of tens
or even hundreds of tokens over a vocabulary. Considering this an instance of the search
problem in artificial intelligence, many algorithms can be applied, such as breadth-first
search, depth-first search and A* search. In many practical applications of NLP, the
efficiency of the search systems is an important consideration. As a result, optimized
search algorithms are required. Most of these algorithms have been explored in machine
translation and ASR, and are directly applicable to neural text generation models like
Transformer. There are also optimizations of conventional decoding methods tailored
to Transformers [Leviathan et al., 2023]. Moreover, the above-mentioned efficient
approaches, such as the efficient attention models, are also in widespread use, with many
successful examples in deploying neural machine translation systems and large language
models [Heafield et al., 2021; Dao et al., 2023].

Applications. Applications of Transformers cover a wide variety of NLP problems.
During the development of Transformers, they were at first used to build supervised
models that perform particular tasks. Later, a greater success was achieved by using
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them as backbone networks for large scale self-supervised learning of foundation models
[Bommasani et al., 2021]. This markedly changed the paradigm in NLP. We need only
pre-train a model to obtain general knowledge of languages on huge amounts of text.
Then, we adapt this model to downstream tasks using methods with little effort, such
as fine-tuning or prompting. Over the past few years, we have also seen an explosion
of applications for Transformers in fields other than NLP, such as computer vision,
speech processing, and bioinformatics. The idea behind these applications is that we
can represent any input data as a sequence of tokens and directly employ Transformers
to model this sequence. This approach extends Transformers to general representation
models across different modalities, making it easier to use Transformers for handling
multi-modal data.

* Large Language Models as Foundation Models. Transformers form the basis of recent
large language models, such as the GPT series, which show surprising breakthroughs
in NLP, and even in artificial general intelligence (AGI) [Bubeck et al., 2023; Yang
et al., 2023a]. Much of the research in large language models is more or less related
to Transformers. For example, as discussed in Section 6.5.1, the problem of training
these language models is the same as that of training Transformer decoders. And the
modifications to Transformer decoders can be directly applied to large language models.
On the other hand, the rapid development of large language models has also driven
further improvements in various techniques for Transformers, such as efficient and
low-cost adaptation of large Transformers to different tasks.

* Theoretical Analysis. Although Transformers have shown strong empirical results in
various fields, their theoretical aspects have received relatively less attention compared
to the extensive research on model improvement and engineering. This is not a specific
problem for Transformers, but a common problem for the NLP and machine learning
communities. In response, researchers have made attempts to analyze Transformers
more deeply. One way is to view Transformers as deep neural networks and interpret
them via mathematical tools. For example, the residual networks in Transformers are
mathematically equivalent to the Euler solvers for ODEs. This equivalence suggests
that we can leverage insights from numerical ODE methods to inform model design.
Another promising avenue of research aims to develop a theoretical understanding
of the self-attention mechanism, which distinguishes Transformers from other deep
learning models. For example, there have been studies on interpreting self-attention
and Transformers from machine learning perspectives, such as data compression [Yu
et al., 2023], optimization [Li et al., 2022c], and function approximation [Yun et al.,
2019]. Moreover, Transformers can also be related to formal systems, including Turing
machines [Pérez et al., 2018], counter machines [Bhattamishra et al., 2020], regular
and context-free languages [Hahn, 2020], Boolean circuits [Hao et al., 2022; Merrill
et al., 2022], programming languages [Weiss et al., 2021], first-order logic [Chiang et al.,
2023], and so on. These provide tools to study the expressivity of Transformers. It is,
however, worth noting that, while we can understand Transformers in several different
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ways, there are no general theories to explain the nature of these models. Perhaps this
is a challenge for the field of machine learning, and many researchers are working on
this issue. But it is indeed an important issue, as the development of the theories behind
complex neural networks like Transformers can help develop systems with explainable
and predictable behaviors.
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